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Foreward

The 16th International Symposium for the Advancement of Boundary-Layer Remote Sensing held 
June 5-8, 2012 in Boulder was hosted by the Cooperative Institute for Research in the Environmen-
tal Sciences (CIRES) on the campus of the University of Colorado in Boulder Colorado in coopera-
tion with the Earth System Research Laboratory (ESRL) of the National Oceanic and Atmospheric 
Administration.

The International Symposium for the Advancement of Boundary-Layer Remote Sensing has been 
organized about every two years in various forms by the International Society for Acoustic Remote 
Sensing (ISARS) which held its first symposium in Calgary in 1981 following a number of small 
informal workshops held in Boulder and Norman in the 1970s.  This was followed by subsequent 
symposia in Rome (1983), Paris (1985), Canberra (1988), New Delhi (1990), Athens (1992), 
Boulder (1994), Moscow (1996), Vienna (1998), Auckland (2000) and Rome (2002).  In 2004 it 
was held in Cambridge where it was decided, based on the maturity of many remote sensing tech-
niques and their application, to broaden the purpose of the symposia to advance boundary-layer 
remote sensing in general.  Subsequent symposia were then held in Garmisch-Partenkirchen in 
2006, Roskilde (2008) and Paris (2010).

The Conference included 124 presentations organized in oral and poster sessions with 107 first 
authors from nineteen countries.  This Proceedings contains all extended abstracts received by 19 
May 2012.  Additional material and late arriving abstracts can be found on the conference website, 
currently at www.esrl.noaa.gov/psd/events/2012/isars/.

Boulder, Colorado, June 2012

William Neff, Chair ISARS 2012 Steering Committee
Christopher Fairall and Michael Hardesty Co-Chairs ISARS 2012 Steering Committee
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TURBULENCE WITHIN LOW-LEVEL JETS OBSERVED WITH A SODAR

Kallistratova M.A.1, Kouznetsov R.D.1,2, Kramar V.F.1, Kuznetsov D.D.1

1Obukhov Institute of Atmospheric Physics, 3 Pyzhevskii, 119017 Moscow, Russia, margo@ifaran.ru
2Finnish Meteorological Institute, 1 Erik Palménin, Helsinki, Finland,  rostislav.kouznetsov@fmi.fi

ABSTRACT

The continuous measurements of wind velocity profiles 

with  a sodar  were carried out at Zvenigorod scientific 

station  of  the  Obukhov  Institute  of  Atmospheric 

Physics since  2005. The station is located in a slightly 

inhomogeneous  rural  area  about  45 km  West  of 

Moscow. These data were used to obtain the parameters 

of wind and turbulence within the low-level jets  in a 

stably-stratified atmospheric boundary layer.  Together 

with the mean velocity profiles, the  variance of vertical 

wind  velocity from  the  sodar,  and  the  profiles  of 

temperature  from  a  microwave  radiometer have been 

used to quantify turbulence and thermal stratification in 

the  boundary layer.  The data  of   sonic  anemometers 

were  used  to  get  the  near-surface  parameters.  No 

noticeable  vertical  variations  of  a  turbulent mixing 

intensity were found within the jet streams. The typical 

standard  deviation  of  the  vertical  speed  fluctuations 

within the low level jet was found to be proportional to 

the maximum wind speed in the jet  with a factor about 

0.05. We  did not  reveal  any  noticeable  impact  of 

Kelvin-Helmholtz  billows on  the  intensity  of  vertical 

mixing across the low level jets. 

1. INTRODUCTION

The  quantitative  description  of  turbulent  mixing in  a 

statically-stable  atmospheric  boundary  layer  (SBL)  is 

an extremely difficult problem. Hundreds of theoretical 

and experimental studies on this subject were published 

over  the  past  half-century.  However,  the 

parameterizations and  models which  are successfully 

applied to the convective boundary layer, give a rather 

poor representation of  the SBL [1, 13].

The  low-level jet (LLJ) is a  specific  case  of SBL  in 

view  of  a particular  shape  of  the  profile  of  wind 

velocity. Figure 1 shows the profiles measured by sodar 

in the Moscow region,  which  are  systematized in the 

shape and  maximum  speed.  Profiles  with  a  distinct 

peak  within  of LLJ  (types a,  e,  i) were observed in 

approximately  50% of  the  events.  In  such  cases,  the 

gradient  of  the  velocity  and  momentum  flux  are  of 

opposite sign in the upper half of the SBL as compared 

to the lower half, so there might be some particularities 

of the vertical structure of the variance of wind velocity 

components, and the coefficient of turbulent mixing. 

Figure 1.  Samples of  30-minute-averaged  wind  speed 

profiles during LLJ observed by sodars at three sites in the 

Moscow region in 2005-2010.

Not  many papers were  published  on  the  study of 

turbulence within LLJ, which had been carried out with 

the help of sodars  [6, 8, 9,  12]. Only few  episodes of 

LLJ  where  reported in these papers.  Measurements  [8] 

did not show any  particularities in the vertical structure 

of the  streamwise velocity standard deviation  σU (see 

Fig.2),  but in  [12] the increase of  σU at the LLJ  core 

was found.  

Figure 2. An example of U, V, and  σU  profiles  measured 

by sodar in Tsimlyansk, 12 July 1981.  1 - 02:45-02:54, 2 – 

02:55-03:04, 3 – 03:05-03:14 of Local Zonal Time. Adapted 

from [8].
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In the last decade, turbulence parameters within the LLJ 

were  intensively explored  with  the help of  a unique 

high  resolution  Doppler  lidar  (HRDL) [2-4].  A 

minimum  of  σU
2  at  the  height  of  the  LLJ  core was 

revealed in studies [2, 3].

The aim of this work is to investigate characteristics of 

turbulent mixing within the LLJ using  a  sodar, and  to 

evaluate  the impact  of   Kelvin-Helmholtz  billows 

(KHB) on these  characteristics.  To  this  end  we  used 

data of  the three-axes Doppler sodar Latan-3  [10],  the 

microwave radiometer Attex MTP-5 [7], and the sonics 

Metek USA-1 at  56-m mast,  which were  obtained in 

2010-2011 at the Zvenigorod Scientific Station (ZSS) 

of  Obukhov lnstitute of  Atmospheric  Physics  (IAPh). 

ZSS is  located in the weakly inhomogeneous rural area 

45 km West of Moscow. 

2. RESULTS

2.1 Turbulence within LLJ without wave activity

With  the  help  of  a  visual  analysis  of  the  sodar 

echograms, a few dozens of episodes of durables LLJs 

with a pronounced maximum  (as in panels a, e, and i in 

Fig.  1)  were  selected.  These  episodes  have  been 

traditionally divided into two classes: Class I -  strong 

LLJ  under a small temperature gradient, and Class II - 

weak LLJ  under strong  stability conditions.  

Figure 3.  Moderately stable stratification of the ABL. Left: 

30-minute-averaged  vertical  profiles of  horizontal  wind 

velocity modulus V, the level of the echo signal CT
2,  and 

the variance  of the vertical wind velocity  (w')2 , measured 

by  sodar.  Right:  vertical  profile  of  the  air  temperature  T 

measured  by  radiometer;  a  straight  line  is  the moist-

adiabatic profile (γ = -0.0045 °C/m, relative humidity  was 

95%), coinciding with the upper part of the real temperature 

profile,  which  is  close  to  the  neutral  stratification  of  the 

ABL.  Crosses  near  abscissa axes are  data  of  the sonic  at 

mast.

Comparisons  between simultaneously  measured 

profiles  of  temperature,  T (z),  modulus  of  horizontal 

wind velocity V (z), variance of vertical velocity, σW
2 , 

and the temperature structure parameter CT
2  were made 

for each class.

Examples  of  such  comparisons  are  shown  in  Fig.  3 

(class I) and Fig. 4 (class II). The value of  CT
2 , and the 

shape  of  its  profile  are  quite  different  for  the  two 

classes,  while the profiles  of  σW
2 ,  characterizing the 

vertical mixing, are very similar. At the lowest levels of 

the sodar height  range (at 30-50 m agl) σW
2  is close to 

zero.  Farther  its value  remains approximately constant 

with  increasing  height  within  the  LLJ,  without  any 

particularities  at the height of maximum wind speed. 

Figure 4. Same  as  in  Fig.  3,  but  under strong  stability 

conditions.  A  straight  line  on  the  right  side  is  the dry-

adiabatic profile (γ = -0.0095 °C/m, relative humidity  was 

less than 80%).   

The 30-min data were  used to form composite vertical 

profiles. One example of composite profiles σW and V 

is shown in  Fig.  5  for 8 nights in July-August 2011, in 

which clear jet streams were observed. No distinction 

between the classes of stability was made here.  

The  quantities σW and  V  were   scaled  by  LLJ 

maximum wind speed,  Vmax. Heights were normalized 

by  the  height  of  the  first  LLJ  maximum  above  the 

surface,  HVmax.  Note that  an attempt  to normalize V 

and σW by the surface-layer  friction velocity u* instead 

of Vmax has led to a significant deterioration the scaled 

profiles as was indicated by too large error bars. 

It  follows from Fig. 5  that  in average σW ≈ 0.05Vmax 

for  the  both  classes  mentioned  above. There  was  no 

obvious  deviations  from  this  ratio  across  the LLJs. 
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A small increase of the factor  with the increase  of the 

scaled height, H/HVmax, is within the statistical error.

Figure 5.  An example of composite profiles of wind speed, 

V,  and  standard deviation of vertical speed,  σW,  for 132 

half-hour  profiles  with  a  clear jet  stream,  which  were 

observed   during  8  nights  in  July-August  2011.  For  the 

values  of  H/HVmax  > 1,  values  of   V/  Vmax  ,  as  well  as 

values  of σW/Vmax,   were  united  together  in several 

adjacent  height-gates to  increase  the  statistical  reliability. 

The  horizontal  error  bars  indicate   the  one-standard-

deviation. 

2.2 Turbulence  within  LLJ  with  Kelvin-

Helmholtz billows 

Kelvin-Helmholtz billows (KHB) were identified in the 

sodar  echograms  by  a  pattern of   braid  (or  «herring 

bones»)  with  varying  clarity,  amplitude,  and  time 

period. The KHBs were observed in about  30% of the 

total lifetime of the LLJ.

The effect of KHB on a turbulence intensity in the LLJ, 

to our knowledge, has been studied previously for only 

two short episodes of the wave activity, registered with 

a sodar  [6],  and  a lidar  [5,  11].  The  conclusions 

of this two study are contradictory. According to [6], at 

episode October  1,  1985 that  was  observed  during  4 

hours  in  the  gently  rolling  terrain  near  Chicago,  the 

value of σW at the KHB period was approximately two 

times higher than the values  measured in  the previous 

quiet period of the same night. The author also showed 

that this increase was accompanied by a sharp increase 

in ground-level ozone concentrations.  In an episode of 

October 6, 1999, persisted for about 30 min at south-

central Kansas [5, 11], such an increase in the velocity 

variance was not observed. 

We  have  considered  several  episodes  with  distinct 

KHB,  observed at  ZSS in 2010-2011. An example  of 

sodar  echogram and  related  wind profiles  for  one  of 

these episodes is shown in Fig. 6.

Figure 6.  An example of KH billows in LLJ. Top: the sodar 

echogram;  the  Local Zonal Time  (LZT)  is indicated  under 

the  echogram. Bottom:  the  corresponding  wind  speed 

profiles. ZSS, Nov 10, 2010.  

The profiles of  T (z),  V (z),  σW
2, and CT

2,  averaged 

over half an hour 02:00 - 2:30 for the KHB episode of 

November 10, 2011, shown in  Fig. 6, are presented in 

Fig. 7.   The magnitude, and altitude variations of σW
2 

in  Figure  7 do  not  have  noticeable  differences  from 

those in Fig. 3.

Figure 7.  The same as in Fig. 3, but in the presence of the 

KH billows which are shown in Fig.6.

3. CONCLUSION

No dependence of  W  variance   on  the height within 

low level jet was found,  while the lidar profiles  [3] of 

the downstream velocity variance σU
2
  had a minimum, 

and the sodar profiles  [12] of  σW
2  had a maximum  in 

the  vicinity  of  the jet  core. Reasons  for such 

discrepancies are unclear: whether  it was the effect   of 

differences in  environmental  conditions,  or  the effect 

of  differences in  the methods  of  data collection and 

processing.
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Even near the surface,  the  scaling  of  velocity V and 

variance  σW
2  with the LLJ speed  Vmax is better  than 

with  the  surface  layer  friction  velocity  u*.  This 

inference confirms the findings of studies [2, 3].

The  typical  standard  deviation   of  the  vertical  speed 

fluctuations σW within the low level jet was found to be 

proportional  to  the  maximum  wind  speed  in  the  jet 

Vmax with a factor about 0.05: 

 σW/Vmax ≈ 0.05. 

The same ratio was found in  [3],  but for  the standard 

deviation  of  downstream  velocity σU.  These  two 

results  are  inconsistent,   since  according  to  data 

summarized  in [3],  σW/σU ≈ 0.6 in the SBL.

The study of several  episodes of wave activity in the 

LLJ  in Moscow region found no influence of KHB on 

the average profiles of the variance of vertical velocity. 

The  using  of  high-quality  lidar,  like  HRDL,  for 

investigation of the LLJ  parameters  (including a fine 

structure  of  Kelvin-Helmholtz  billows)  has  some 

advantages over the using of sodar Latan-3.  HRDL has 

a  better  spatial  and  temporal  resolution,  and  can 

evaluate the spatial characteristics of the LLJ,   as well 

as  the  KHB  parameters,  during  several  periods  of 

oscillations, while sodar allows us to investigate  only 

temporal characteristics.  However,  as it was suggested 

in [6], “The sodar is admirably suited to investigations 

of the nocturnal boundary layer”.  Besides, sodars have 

the  benefit  of  a  possibility  of  long-term  continuous 

measurements and  a simplicity of data processing. 
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ABSTRACT 
Wind profiles and dispersion conditions above the 
surface layer are influenced by the mixing-layer height 
and nocturnal or coastal effects such as low-level jets. 
This can lead to a cross-over of daytime and nocturnal 
vertical wind profiles (i.e., while the daytime wind 
speed is higher within the surface layer, the nocturnal 
wind speed is higher above the surface layer). Low-
level jets are equally relevant for wind energy harvests 
as well as nocturnal regional-scale transport of 
pollutants in the residual layer. 

Ground-based remote sensing techniques such as 
SODAR and RASS are well suited to observe mixing-
layer height, low-level jets and cross-over height. This 
presentation shows a climatological analysis for the 
occurrence of low-level jets from several years of 
observations and identifies weather conditions which 
are most suited for the formation of low-level jets. Such 
identification can help to better forecast low-level jets. 
Subsequently, it is tried to relate mixing-layer height, 
height of low-level jet and cross-over height to each 
other. First evaluations show that the cross-over height 
is roughly one third of the height of the low-level jet 
core. 

1. INTRODUCTION 
Planning, installation and operation of wind turbines 
with hub heights considerably above 100 m require 
detailed information on the vertical structure of the 
boundary layer and the wind and turbulence profiles 
throughout this layer. This goes beyond the usual 
logarithmic or power laws for the surface layer.  
 
Recently, several authors suggested profile laws for the 
whole boundary layer [1] [2] [3] [4] [5]. The mixing-
layer height (MLH) enters into some of these profiles. 
Thus, climatological information on MLH should be 
part of wind site assessment. 
 
The diurnal variation of atmospheric stratification 
during clear-sky weather conditions leads to different 
diurnal varitions of wind speed in the surface layer and 
the Ekman layer. While the wind speed maximum in 
the surface layer occurs at daytime, the maximum in the 
Ekman layer frequently occurs at night-time. Plotting 

averaged wind profiles for daytime hours and night-
time hours for such days leads to profiles which often 
cross over in a certain height. Therefore, this height is 
also called “cross-over height”. A discussion on the 
diurnal variation of wind profiles can, e.g., be found in 
[6]. 
 
The occurrence of low-level jets is an extreme feature 
coming with this diurnal variation. Low-level jets lead 
to night-time maxima in energy harvests and strong 
vertical wind shear across the rotor plane. Therefore, 
low-level jet climatologies should be a necessity for site 
assessment. 

2. MIXING LAYER HEIGHT (MLH) 
An example for the frequency distribution of MLH 
derived from half-hourly SODAR observations is given 
in Fig. 1 for Hannover, Germany for April 2002. 
Nocturnal MLH is usually around 100 to 200 m above 
ground, daytime MLH is most frequently around 400 to 
500 m. The daytime distribution is much broader than 
the night-time distribution. No MLH could be derived 
for about 4% of nocturnal measurement intervals (30 
min) and about 8% of daytime intervals. The method 
for deriving MLH from SODAR measurements is given 
in [7]. The monthly mean diurnal variation of MLH is 
shown in Fig. 2. Maximum MLH occurs around 12 and 
3 pm, the minimum is found between 4 and 5 am (local 
time). More results of this kind are displayed in [7]. 
 
 

 
Figure 1. Frequency distribution of MLH from SODAR data 
for daytime (dark) and night-time (grey) half-hourly intervals 
in Hannover, Germany in April 2002. 
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The SODAR used in the Hannover study had a range of 
about 1000 m. The parallel operation of ta SODAR and 
a ceilometer in order to detect MLH is advisable due to 
the limited range of the SODAR. A review on MLH 
detection by ground-based remote sensing may be 
found in [8] and [9]. 
 

 
Figure 2. Monthly-averaged diurnal variation of MLH from 
SODAR data in Hannover, Germany in April 2002. 

 
Figure 3. Monthly-averaged diurnal wind speed variations at 
different heights above ground in Fürstenfeldbruck west of 
Munich, Germany in May 2003. 

3. CROSS-OVER HEIGHT (COH) 
Fig. 3 displays diurnal wind speed variations in 
different heights above ground from SODAR 
observations in a flat area west of Munich, Germany in 
May 2003. Daytime wind speed maxima are observable 
near the surface at heights below about 80 m. Nocturnal 
wind speed maxima prevail above this height. May 
2003 was characterized by clear skies in this area. 
These variations are usually absent with windy and 
unsettled weather.  

Fig. 4 shows a typical example for wind profile cross-
over. COH is at about 125 m above ground. Fig. 5 
presents the relation between COH and the height of 
the core of the nocturnal low-level jet. Roughly 
speaking, COH is about one third of the height of the 
jet core.  

4. LOW-LEVEL JETS (LLJ) 
LLJs appear with certain weather conditions only (Fig. 
6). Preferably they occur with clear skies and non-
vanishing large-scale pressure gradients. Therefore, 
they are mostly found at the fringe of large anticyclones 
(Fig. 7).  

 
Figure 4. Monthly-averaged daytime and nocturnal wind 
profiles from SODAR data for Hannover, Germany in April 
2003 showing a cross-over at about 125 m. 

 
Figure 5. Correlation of COH and low-level jet core height 
from RASS data for Hamburg, Germany in spring 2011. 

 
Figure 6. Sample SODAR measurement of low-level jet 
wind profiles at de Gaulle Airport, Paris in June 2005. Six 
consecutive half-hour means between midnight and 2.30 am 
are shown together with three theoretical wind profiles (full 
lines up to 200 m height). 
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Figure 7. Surface weather map showing the surface pressure 
distribution prevailing during the measurements displayed in 
Fig. 6. The red asterisk denotes the measurement site. 

 
Figure 8. Frequency of the occurrence of LLJs over 
Hannover, Germany in the years 2002 to 2004 from SODAR 
data as function of large-scale circulation type 
(“Grosswetterlagen”). 

Fig. 8 indicates that most LLJs over Northern Germany 
occur during the large-scale circulation types 
(“Grosswetterlagen”) ‘bridge over Central Europe 
(HM)’ and ‘high above British Isles (HB)’. Fig. 9 
demonstrates that LLJs can be found in 40 to 60% of all 
occurrences of these two circulation types. The 
occurrence of LLJs is more or less guaranteed during 
the occurrence of the patterns ‘high over Fennoscandia 
(HFZ)’ and ‘high over the North Atlantic (HNFA)’. 
Thus, the forecast of these two circulation types would 
be a forecast of the occurrence of a LLJ. 

 
Figure 9. Frequency of the occurrence of LLJs over 
Hannover, Germany as function of large-scale circulation 
type normalized by the frequency of occurrence of these 
circulation types from SODAR observations. 

5. OUTLOOK 
The examples presented in this Extended Abstract 
demonstrate the ability of ground-based remote sensing 
for the assessment of sites for large wind turbines 
having hub heights larger than about 100 m. Mixing-
layer height, cross-over height and the occurrence 
frequency of low-level jets is highly relevant for 
choosing the site, selecting the turbine for this site and 
for their operation. 
The displayed cut-out from meteorological analyses is 
part of what is today called energy meteorology. With 
growing size of modern wind turbines this part of 
meteorology will become continuously more important 
in the near future. 
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ABSTRACT 
What accuracy and reliability can today be expected 
from SODAR wind measurements? Is there traceable 
evidence for performance? Environmental factors, 
turbulent fluctuations and non-uniform terrain all affect 
the wind speed uncertainty. So site-to-site variations for 
SODAR-mast comparisons can be large. On a uniform 
terrain site, differences between a SODAR and a mast-
mounted cup anemometer will arise due to turbulent 
fluctuations and wind components being measured in 
different spaces, as well as to variable background 
noise. We develop theories for turbulence-related 
random fluctuations due to finite sampling rates and to 
sampling from spatially distributed volumes. Effects 
can be minimized by selecting the environment and 
selectively filtering the data for periods of low 
fluctuations. But there is still real difficulty in 
answering the question: How good is a SODAR?  Most 
field use, away from an idealized test environment, 
appears to produce SODAR-mast rms differences 
greater than the 0.1 m s-1 or less typically quoted by 
SODAR manufacturers. However, in these real 
environments it is likely that much of the difference 
arises from the mast sensors and the SODAR actually 
measuring in different spaces. We show some field 
results which reinforce this view. Both the turbulence-
related random fluctuations and systematic errors in 
complex terrain (where systematic wind shears arise) 
can potentially be removed by use of a vertical column 
geometry. Field results from a new bistatic receiver 
shed some light on the differences between such 
‘common volume’ sampling and the usual monostatic 
sampling. 

1. INTRODUCTION 
A FP6 EU Program, WISE, reported in 2004 on the 
state of the art at that time for the use of SODARs in 
wind energy applications [1]. The conclusions were 
broadly that SODARs provided a number of advantages 
compared with mast installations but were not a direct 
replacement because of significant differences in 
estimated wind speeds.  It was recommended that a 
small mast installation be used alongside a SODAR. A 
successor EU program, UpWind, researched 
improvements in remote sensing, particularly wind 
energy LIDARs which had emerged toward the end of 
WISE. Considerable effort in UpWind has gone into 

mast-LIDAR intercomparisons, with the result that, 
with careful field setup and data filtering, remarkable 
correlations can be consistently obtained between 
LIDAR winds and mast installation winds. 
Nevertheless, the final project report still recommends 
use of an accompanying small mast [2]. 

What do the reported R2 values mean in terms of 
predicting differences in measured wind speed? What 
quality of wind measurements can be expected from 
SODARs in a typical installation? The first question 
arises since these differences between cup anemometers 
and remote sensing instruments are the essence of 
whether remote sensing gives ‘bankable’ data. The 
second question is relevant since the push during 
UpWind has been to perform intercomparisons under 
very restricted and controlled conditions, quite unlike 
those typically encountered at wind farm sites. 

2. CORRELATION BETWEEN MAST AND 
REMOTE INSTRUMENTS 

The quality of remote sensing instruments is generally 
judged by performing an intercomparison experiment 
such as PIE [3]. In an intercomparison wind speed and 
direction are measured at several heights by cup 
anemometers (and/or sonic anemometers) on a mast 
together with measurements by a remote sensing 
instrument where a number of sampling volumes are 
centered on the same heights as the mast measurements. 
For simplicity in the following we describe the 
geometry in (x, y, z) coordinates where the mean wind 
U is in the +x direction, the remote instrument is co-
located with the mast, and variations in wind vector 
components are (u, v, w). A scatter plot is obtained 
from N measurements of mast instrument wind speed 
Um,n and the corresponding remote instrument wind 
speed Ur,n where n = 1, 2, …, N. Similar pairs of 
measurements are made of wind direction, but for 
simplicity we will concentrate on wind speed. Neither 
of the measurement pairs, Um,n and Ur,n, necessarily is 
equal to the actual wind, Un, which includes the 
turbulent fluctuations, because all instruments exhibit 
measurement errors. However, it has been conventional 
to consider the mast measurements as error-free and to 
attribute any error or differences as coming from the 
remote measurements. So we can write 

nrnnr UU ,,  .  (1) 
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Any systematic bias in differences between remote and 
mast measurements can be tested by fitting a model to 
the (Ur,n, Um,n) data set. Since both mast and remote 
instruments have been proven to be highly linear, and 
both give an estimated zero wind when the actual wind 
speed is zero, the physically sensible model to use is a 
straight line through the origin, of the form 

nmnr aUU ,,
ˆ     (2) 

This describes the best estimate, nrU ,
ˆ , for what the 

remote measurement will be, if a measurement Um,n is 
made at the mast. A measure of the scatter around the 
best fit line is R2, defined by 
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since a is very close to 1. An R2 value closer to 1 means 
that the differences between the two sensors are 
smaller. Here U  and 2

U  are the mean and variance of 
the wind speed over the measurement intercomparison, 
and Urms is the rms difference between mast measured 
and remote measured wind speed 
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If U  and 2
U are expressed in terms of the Weibull 

distribution for the intercomparison site and period, 
then the ratio UU / depends only on the shape 
parameter, k. The rms difference can arise from a 
number of causes, including 

 The difference between scalar (cup-type) and vector 
(remote-type) measurements 

 Remote sensing sampling over spatially distributed 
volumes 

 Remote sensing sampling for each wind estimate 
spread over time 

 Spatial separation between the remote sensing 
volumes and the mast sensor 

 Remote sensing in the presence of background noise. 
Except in the case of complex terrain, these differences 
are essentially random instead of systematic and, except 
for background noise, the differences are due to 
turbulent fluctuations in wind speed being sensed 
differently by the mast sensors and the remote sensors. 
We will treat the complex terrain case later, but 
concentrate for now on the random differences. Clearly, 
R2 is not a property of the remote sensing instrument 

alone. It depends on the wind regime in which the 
intercomparisons were completed. For example, if the 
wind speeds were well spread, then R2 will be closer to 
1, meaning that an R2 value achieved at a particular site 
during one measurement period will not necessarily be 
achieved at the same site in a different measurement 
period. Furthermore, a larger turbulent intensity will 
give a larger Urms. 

Ultimately, if the site is uniform, turbulence intensity is 
very low, background noise is minimal, and wind 
speeds are widely distributed, then a very high R2 
should be achieved by any good quality SODAR or 
LIDAR remote sensing instrument, since the inherent 
limitations of the instrument are being reached. This 
essentially explains why it is possible to get very high 
R2 values in some intercomparisons, while much lower 
values are obtained in others. One of the features of the 
efforts in UpWind to demonstrate the quality of remote 
sensing of LIDAR, has been filtering the wind data to 
remove occasions when there are background 
influences such as fog, or low ratios of signal to noise 
(SNR), and when there is not low shear and low 
turbulence. The outstanding results obtained for 
LIDARs in UpWind show that these remote sensing 
instruments can approach very closely to the wind 
speeds measured by high quality cup anemometers 
under these ‘laboratory’ conditions. Less attention has 
been paid to reducing the Urms for SODARs, and we 
need to consider where this technology is at, and what 
the sources of contributions to Urms are for SODARs. 

Figure 1. The relationship between fractional rms wind 
measurement difference and correlation R2. 

Fig. 1 shows the relationship between Urms and R2 for 
a range of wind regimes. For UU /  = 0.52, or 
Weibull shape factor k = 2, the fractional rms wind 
difference is 6% for an intercomparison producing R2 = 
0.985, or 4% for an R2 = 0.995. We have also checked 
this result via a simulation in which 1000 random mast 
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winds are generated from a Weibull distribution, and 
for each mast wind a remote instrument wind is 
generated with an additional normally distributed 
variation. 

3. CUP-SODAR DIFFERENCES DUE TO 
TURBULENCE 

A cup anemometer measures the total wind run in a 
sampling period, whereas a remote sensing instrument 
averages the vector wind components measured during 
a sampling period.  Kristensen [4] has described the 
bias arising from this different method of measuring 
wind, as follows. 

The wind speed measured by a cup anemometer is 

  22
, nnnm vuUU    (5) 

whereas a remote sensing instrument measures the 
vector 

 nnnnr wvuUU , . (6) 

The average measured by the mast-mounted cup 
anemometer is (to second order) 
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whereas that measured by a remote instrument is 
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or speed UU nr , . The normalized mean difference 
between mast and remote measured winds is 

2
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The term in brackets is the transverse turbulent intensity 
and the difference in measured wind speeds will be 
typically in the range of 0 to 8%. 

The work of [4] did not describe the random differences 
arising from scalar vs vector averaging. For a particular 
turbulence intensity these two different measures of 
wind speed will give rise to scatter in a plot of winds 

measured by mast instruments versus winds measured 
by remote instruments. This scatter derives from the 
variance in the difference nrnm UU ,,  . For the cup 
measurements 
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and for the remote measurements  
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so the variance of the difference is 

2222 2 urmrmsU    (12) 

However, wind measurements are typically averaged 
over 10 minutes.  For a SODAR having a range of 
300m, this is typically an average over around 70 wind 
estimates. The result is a reduction in the variance by 
about 60, giving 

UU
U urms 




6
1 .   (13) 

Figure 2. The effect on R2 of scalar-vector averaging 
differences (circles), of a mast-SODAR separation of 80m 
(triangles) and of successively sampling from 3 volumes 
(diamonds). In all cases the Weibull scale parameter = 8 m s-

1, and shape factor = 2. Also shown is a data point from 
WISE (square). 

The normalized standard deviation between mast and 
remote measured winds is therefore proportional to the 
turbulence intensity, and the scatter naturally affects R2. 
We can simulate this by generating winds U from 
random Weibull deviates, and then generating random 
un, vn, wn values for a succession of samples at this U. 
These turbulent components are generated by filtering a 
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white noise spectrum to obtain a Von Karman velocity 
spectrum. Fitting a straight line to the resulting scatter 
plot gives R2 values for each chosen turbulence 
intensity, as shown in Fig. 2.  

Remote sensing instruments measure the wind vector 
components in directions x, y, and z by solving (or 
fitting solutions to) equations which relate the wind 
components to the Doppler shift along each radial beam 
direction. As an example, a 3-beam system having two 
beams tilted at angle  off-vertical and one vertical 
beam, would solve equations like 
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nnn

wm
wvm

wuUm







  (14) 

with solution 
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In this case 
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The effect of this time delay in sampling distributed 
volumes is also simulated using the random Von 
Karman method, and is also shown in Fig. 2. One 
measured point from the WISE PIE campaign is also 
shown, as a square: this compares closely with the 
simulation. 

Depending on the site, a SODAR can receive 
reflections from fixed non-atmospheric objects. This 
‘fixed echo’ effect produces a second Doppler spectrum 
peak centered on zero Doppler shift. If the wind speed 
is relatively low, then the two spectral peaks can 
overlap and an incorrect lower estimate of the wind 
speed is obtained from the composite peak. In fact the 
same problem occurs with LIDAR systems and stray 
laser energy, but the effect only occurs for wind speeds 
below 3 m s-1. In the case of SODARs, a comparable 
limit occurs, providing the spurious zero-Doppler peak 
and the required atmospheric reflection peak are of 
comparable magnitude. Unfortunately, this often is not 
the case if a SODAR is placed close to a mast. 
Consequently, SODAR-mast intercomparisons are 
inevitably conducted with the SODAR placed 80m or 
more from the mast.  This introduces a further 
difference between the SODAR measured wind and the 
mast sensor winds, since the same volume of air is not 
being sensed. The fixed echo problem could be greatly 
reduced for SODARs if their design was with a greater 

off-vertical beam angle , such as 30 used by some 
LIDAR systems instead of the 15 typical of most 
SODARs. Fig. 2 also shows the effect on R2 of a mast-
SODAR separation of 80 m, using the same turbulence 
simulation method. In Fig. 2. the three turbulence-
related effects are treated separately. It is clear that, 
even in uniform terrain, the sampling of three or more 
spatially separated volumes by a SODAR, over a time 
interval of something like 9 s, is the main cause for 
reduced R2.  

Figure 3. R2 versus height for opposing beams aligned with 
the wind (adapted from Behrens et al. [5]). Measurements 
(circles), theory (solid line). 

 

 

 

 

 

 

 

 

 

 

Figure 4. Measured R2 and u/U values inferred from [5]. 
The measurements were in complex terrain. 

This effect has also been explored experimentally [5]. 
Fig. 3, adapted from this work, shows the correlation as 
a function of height between two opposing beams 
aligned with the wind for a five-beam Metek SODAR.  
A very high R2 is measured at the height where 
turbulence from one sampled volume has moved to the 
second sampled volume in the time between sampling 
the two volumes. Measurements in complex terrain of 
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Urms vs mast measured u are also given in [5]. In Fig. 
4 we have assumed reasonable values of U  and 2

U so 
as to be able to plot these measurements as R2 vs u/U. 
The measured values follow roughly the predictions 
from Fig. 2. 

The general conclusion from the above is that, in 
uniform terrain under low acoustic background noise 
conditions and retaining only those measurements 
during low turbulence, very high R2 values can be 
anticipated for SODARs. This approach would match 
that taken over the past few years in showing that 
LIDARs can match closely the winds measured by cup 
anemometers. To date this type of careful 
intercomparison experiment has not been performed on 
SODARs. Note that such an intercomparison does not 
match what might be expected as typical field 
experience with these instruments. Indeed, it may be 
necessary to discard entire days of data in order to 
obtain optimal conditions, unlike with resource 
surveying or monitoring. 

4. SODARS IN COMPLEX TERRAIN 
It is now well-established that remote sensing 
instruments exhibit large errors in wind speed 
estimation in complex terrain [5][6][7]. There is only 
one theoretical model for the effect of complex terrain 
on spatially-separated sampling of wind by remote 
sensing instruments [7]. This theoretical model is based 
on potential flow over a bell-shaped hill of height-to-
width h/L.  

The speed-up of flow over the hill crest means that a 
mast placed at the top of the hill will measure higher 
winds than a remote sensing LIDAR or SODAR, since 
these instruments perform some of their measurements 
in volumes to the side of the hill peak where the wind 
speed is lower.  In this case remote sensing produces an 
under-estimation in wind speed. Similarly, an 
instrument mounted half-way up the hill slope may do 
some of its measurements in a higher wind speed 
regime closer to the crest, thereby giving an over-
estimation of wind speed. This model is very simple, 
but performs well when compared with field 
measurements in complex terrain [8][9]. The model in 
[7] gives estimates of errors for different hill 
geometries, different remote sensing configurations and 
orientations, but a simple approximation can be made. 
The fractional error in estimating the wind speed for a 
3-beam sodar sited on the crest of the hill, with beam 1 
facing downwind, is 

H
zG

U
Urms 2

max5
  (17) 

where z is the height of the sensing volume above the 
hill crest, H is the hill height, and Gmax is the maximum 
gradient of the bell-shaped hill. The fractional error is 
negative because the maximum speed is directly above 
the instrument in this case, and the beam directed in the 
direction of the flow underestimates. So for a hill of 
maximum gradient 0.1, and with z = H, a 5% error in 
wind estimation is predicted.  This is comparable to the 
error measured in practice in complex terrain, and is 
unacceptably high for wind energy applications. Note 
that this error is generic across all SODARs and 
LIDARs, and is insensitive to the beam zenith angle . 
Also, unlike the turbulence-related variations between 
remote instrument and mast sensor, the complex terrain 
difference is a systematic error. 

 

 

 

 

 

 

 

 

 

 

Figure 5. Measurements at a moderate hill site (ZephIR 
lidar measurements in green, AQ500 sodar measurements in 
brown), and at a complex site (Metek sodar measurements in 
blue). Model results are shown for a bell-shaped hill 
potential-flow model (orange), WindSim (purple) and 
OpenFOAM (red) for the complex site. 

Fig. 5 shows complex terrain errors measured for both a 
ZephIR LIDAR and an AQ500 SODAR at Myres Hill 
in Scotland. These errors are characterized by their 
increasing with height. It can be seen there is no 
statistical difference between the LIDAR and SODAR 
errors. Measurements have also been made at Turitea in 
New Zealand [9], and compared with various flow 
models, alaso shown in Fig. 5. Again, similar errors are 
seen with increasing height. The simple bell hill model 
compares well with the industry-standard WindSim and 
the complex CFD OpenFoam model [9]. 

5. CONCLUSIONS 
Given the above discussed differences between mast 
and SODAR, what is the best current estimate of the 
fundamental wind speed errors in a SODAR?  We have 
distinguished differences and errors. Differences 
(between a SODAR and a mast-mounted cup 
anemometer) will arise due to turbulent fluctuations and 
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wind components being measured in different spaces, 
as well as to variable background noise. Such 
differences can be minimized by selecting the 
environment and selectively filtering the data for 
periods of low fluctuations. The commonly quoted R2 
values for remote sensing instruments are not a property 
of the instrument. 

There is real difficulty therefore in answering the 
question: How good is a SODAR?  Most field use, 
away from the idealized ‘lab’ environment, seem to 
have an R2 value of 0.975 to 0.985. From Eq. (3), this 
corresponds to a range of relative difference, compared 
to a cup anemometer, of 6% to 5%. For a 10 m s-1 mean 
wind speed, this corresponds to about 0.5 m s-1 rms 
difference. It is not known how this range compares 
with LIDARs under similar conditions, although there 
is some evidence that those institutions who have been 
operating both a LIDAR and a SODAR together or in 
similar environments are finding little difference. 

We have examined, both analytically and via 
simulations, how the random differences between 
SODARs and cups could arise.  It appears that the 
dominant effect is likely to be sampling from three 
spatially-separated volumes, each of which has 
different turbulent components. We have, in the current 
work, only evaluated this effect for one SODAR beam 
configuration, but the principle should apply for others. 
We have given supporting experimental evidence, but it 
would be good to test some of these predictions in a 
more rigorous field campaign. One approach to 
reducing this source of variation is to continuously 
transmit on all beams, instead of waiting for the return 
time of individual pulses. 

All current remote sensing instruments produce winds 
with errors in complex terrain. The errors become 
larger for a steeper hill or for measuring further above 
the ground. These errors can be estimated from flow 
models, and actual field measurements suggest a 
relatively simple model (which can be run on a laptop 
in a few seconds) gives predictions comparable to much 
more complex models.  There appears to still be more 
work required to demonstrate that the combination of in 
situ remote sensing measurements and flow models can 
robustly produce wind data of the required accuracy. 

Both the turbulence-related random fluctuations and the 
complex terrain errors can potentially be removed by 
use of a vertical column geometry. As noted, this 
geometry also has other advantages, but it does have the 
disadvantage of having to distribute three sensors on the 
ground instead of one. However, a new design in 
progress has each of the two passive receivers as being 
quite small and mobile (can be carried in one hand). 

Current experience being reported by virtually all 
SODAR users is very positive, with relatively little or 
no maintenance time. However, care does need to be 
taken with regard to nearby trees or other structures to 
ensure that the wind record is not contaminated by 
fixed echo returns. 
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ABSTRACT 
A field experiment was launched at the French - Italian 
station of Concordia at Dome C, east Antarctic Plateau, 
on December 2011. The main objective of the 
experiment is to monitor the fine structure of the 
atmospheric surface layer in order to determine the 
space/time scales of the turbulent processes under very 
stable conditions. We also want  to study the processes 
which lead to the formation of the warming events 
observed periodically during the winter. The 
experiment will last until January 2013. The 
measurements are made with a surface layer mini-sodar  
(SLM-sodar) and a sonic anemometer. The radiation 
budget and heat flux measurements into the snow are 
also provided. To ensure vertical extensions and 
resolutions suitable to the study of both processes, the 
SLM-sodar is set to operate in a configuration that 
allows to switch from high resolution surface layer 
observations (carrier frequency: 4850 Hz; pulse 
repetition time: 2 s; range: 2 - 300 m) to long range 
operation (carrier frequency: 2000 Hz; pulse repetition 
time: 6 s; range: 15 - 900 m). A few results of the first 
two months of measurements are  presented together 
with the experimental strategy planned for the winter. 

INTRODUCTION 
At Dome C clear sky and light winds produce weak 
shear, turbulence, mixing and strong temperature 
gradients near the surface [1]. Though the winds are 
light and variable, the near surface structure of the 
boundary layer - depending on the relative importance 
of the mechanical generation of turbulence, and 
damping induced by stability - can change quite 
quickly,  leading to different   turbulent mixing depths. 
Above the surface layer a quiescent layer - often 
decoupled from  the surface - may be observed.  
To determine the time scales and the height evolution 
of the mixing turbulent processes is important to 
monitor the evolution of the boundary layer thermal 
structure starting from the surface layer for all the year.  
During the summer, despite the low surface 
temperatures, a weak convection is observed which 

determines a mixed layer of a few hundred meters 
depth (300-400 m). The thickness of this layer strongly 
depends on solar elevation [1, 2, 3].  Several  studies [1, 
2, 4, 5] have shown the behaviour, and parameterised 
the evolution, of this convective layer during the 
summer using the measurements obtained with a mini-
sodar system. Due to the low vertical resolution, and 
the inability to perform measurements below 30 meters 
(i.e. the surface layer), the turbulent activity in the near 
proximity of the snow surface couldn’t be studied either 
in summer or in winter [1]. A high resolution surface 
layer mini sodar (hereafter SLM-mini sodar), developed 
by the ISAC-CNR, was deployed at Concordia station 
after being tested at ISAC CNR research centre of Tor 
Vergata close to Rome [6]. The system, installed on 
December 2011, will be operational throughout January 
2013. Parameters have been chosen in such a way to 
monitor - with the needed resolution - the stable layer 
depth , and the above quiescent layer where the trace of 
fronts responsible for the warming events are often 
observed at Dome C [11].  

SITE AND INSTRUMENTATION 
Concordia is a permanent station located at Dome C, 
Antarctica (74.1 °S, 123.3 °E, 3233 m a.s.l.), on the 
East Antarctic plateau approximately 1000 km from the 
nearest coastline. In situ turbulence and radiation 
measurements, as well as a SLM-sodar observations, 
are carried out. The SLM-sodar is an advanced version 
of the sodar described by [4] and [6] configured to 
study the atmospheric surface-layer. The system 
consists of 3 horn-type antennas - emitting 
simultaneously acoustic pulses at the same frequency - 
placed symmetrically around one parabolic receiving 
antenna. The receiving antenna is noise-protected by a 
structure of 1.50 L x 1.50 W x 2.00 m H. The 
transmission and receiving chains are kept separated to 
minimize the “cross-talk” between channels/antennas. 
Two sets of parameters are used  alternately during the 
year to explore, with the appropriate height/time 
resolution, different parts of the boundary layer (Table 
1).  

Thermal Structure of the Boundary Layer Over the Snow:
Results from an Under Way Experimental Field at

Concordia Station, Dome C, Antarctica
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Table 1: SLM-sodar running parameters 
Carrier frequencies 2000 Hz,  4850 Hz 
Pulse duration 200 m s,   10 m s 
Pulse repetion rate  6 s,     2 s 
Maximun Range 895 m,    94 m 
Lowest observation height 31 m,     4 m 
Vertical Resolution 27 m ,    2 m 

In this paper, unless told otherwise, the measurements 
are given in local standard time (LST). Measurements 
of turbulence are made with a Metek USA-1 sonic 
thermo-anemometer (sampling frequency 10 Hz) 
installed 3.5 m above the snow surface. The heat and 
momentum fluxes are estimated using the eddy 
covariance method [7]. The longwave and shortwave 
radiation components are measured using Kipp & 
Zonen pyrgeometers and pyranometers installed 1. 5 m 
above the snow surface. 

RESULTS 
In previous field experiments the processes occurring in 
the stable mixing layer and the mixing layer height 
(MH) evolution under stable conditions could not be 
studied because the electro-acoustic transducer ringing 
“obscured” the first 20-30 m [3, 1]. In addition the high 
frequencies, the low emitted acoustic power and the 
small receiver antenna diameter did not allow  a good 
signal to noise ratio. Figure 2 shows the echogram 
obtained for the 28 December 2011 using 2 kHz 
frequency. This record presents the characteristic 
behavior of the atmospheric mixing layer during a 
summer day at Dome C. A stable boundary layer occurs 
between 0000 and 0900 LST. From 0900 LST to 1630 
LST the ML depth increases due to surface buoyancy to 
decline immediately after to 50 m due to the radiative 
cooling of the surface. The ML height (red dots 
superimposed to the facsimile) was estimated using a 
simple method, originally proposed by [8], that   can be 
applied using only the backscattered range corrected 
signal (RCS). In stable nocturnal conditions, the MH 
was determined either from the minimum of the first 
derivative or from the maximum curvature of the RCS, 
depending on the stage of the planetary boundary layer 
evolution, and on the shape of the sodar profile. In 
convective conditions, the MH was considered as the 
height at which an elevated secondary maximum 
occurs, i.e. in correspondence of the high turbulent zone 
that characterize the top of a well-mixed PBL. 
The procedures suggested both in convective and stable 
conditions are summarized in Table 2. 
In the period 2-5 February 2012, the high frequency 
configuration was used. Persisting waves are observed 
in more than 35% of the time. When the thermal  

Figure 2. Facsimile recording for 28 December, 2011. From 
0000 to 0600 LST the vertical scale between has been kept 
different from the other hours for a better resolution of the       
surface layer processes. The red dots represent the estimate 
of the mixing height under both stable and unstable 
conditions. 

Table 2 - Suggested scheme for MH estimations based on 
sodar profiles [8] 

PBL regime Shape of the RCS Applied method 

Stable PBL 

Continuous 
decrease with 
height 

Maximum RCS 
curvature 

Elevated maximum 
in RCS 

RCS first 
derivative
minimum 

Convective
PBL 

Elevated maximum 
in RCS 

Height of the 
maximum 

boundary layer develops vertical oscillations of 
increasing amplitude can be observed  at the capping 
inversion.  An example is shown in Figure 3. Vertical 
oscillations larger than 70 m   are recorded in the 
interval 0930-1000 LST (see Figure 4a). All the wavy 
structures recorded during the analyzed days have a 
short apparent period that was estimated through the 
harmonic analysis of the sonic temperature and wind 
components of the sonic anemometers installed at 
different height (7m, 23m, and 39 m) on the Dome C 50 
meter meteorological tower [9] located close to the 
SLM-sodar . In Figure 4b the first part of the spectral 
power densities (SPD) of the temperature and wind 
components measured at 39 m are shown. A high 
correlation is present in the wind component SPDs that 
can be associated with the horizontal variability of the 
flow (for example the vortices). A large peak is present 
contemporarily in the SPD’s temperature and wind 
component at 0.0098 Hz. This frequency and the 
corresponding period (102 s) are close to the one that 
may be estimated in the echogram. The analysis of   
sonic anemometers (at 7, 23, and 39 m) measurements   
in the interval 0800-1030 showed an apparent period 
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ranging between 90 and 120 s as well. The relative 
constancy of the apparent wave periods even if the 
thermal stability is decreasing, suggests  that these 
gravity waves are not generated locally. 

Figure 3. Facsimile recording of the backscattered echoes for 
5 February 2012 (0600 to 1200 LST). 

Figure 4. (a) Facsimile for 5 February, 2012 (0930 to 1000 
LST). (b) Spectral analysis of the horizontal (Ux, Uy) and 
sonic temperature Ts.

 A small amount of cloud cover is generally present 
above Dome C, since cloud cover and precipitation 
decrease when moving inland from the coast, and the 
level of the occurrence of active weather systems is low 
[10].  Argentini, et  al. [11] have shown that warming 
events are periodically observed at Dome C during the 
winter, and the surface temperature sometimes reaches 
the values recorded in the summer. Figure 5 shows the 
arrival of a warm front between 0100 and 0300 LST. 
The wind direction varies and rotates from 135°-180° 
(180 ° is the most frequent wind direction) toward 245° 
due to the advection of warm air from the coast.  .  
Studies at South Pole [12], [13], [14], [15], have found 
that these warming events generally occur in presence 
of clouds. Reference [16] analyzing the periods of 
cooling and warming at the South Pole, has correlated 
these phenomena to the variation in wind direction 
above the boundary layer. Carroll [12] has suggested 
two possible mechanisms: the advection of warm air, 
and/or the vertical mixing of air from different layers. 
Reference [17] analyzing the particle trajectories across 
Antarctica, has showed that the process of warming is 
mostly due to the intrusion of warm and moist air and 
to the condensation of nuclei which originate from the 
Weddell Sea, producing a wide variety of cloud types.  

Figure 5. Facsimile recording of the backscattered echoes for 
12 December, 2011. The sun on the picture indicate the 
arrival of the warm front at 0100 LST. 

Figure 6. Time series of the sonic temperature, wind speed 
and direction, TKE for 12 December, 2011. The warming is 
observed up to 0600 LST. 

Schwerdtfeger P., G. Weller [18] have related the 
surface warming to the variation of long-wave radiation 
emitted by the clouds associated with the moist air 
present in the upper part of the atmosphere. Using low 
frequencies we have the possibility to monitor the 
presence of fronts on the sodar facsimile recording up 
to 500 m while in the bottom of the boundary layer a 
regular daytime evolution is observed. Figure 7 shows 
the time behavior of the shortwave radiation (SW) 
down (orange) and up (pink), the longwave radiation 
(LW) down (blue) and up (black), the net radiation Rnet
and the net longwave radiation LWnet for the same 
figures as 5 and 6. 
The arrival of the warming event is clearly shown by 
the increase of the longwave radiation between 0000 
and 0600 LST. 

(a)
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Figure 7. Time series of the sonic temperature, wind speed 
and direction, TKE for 12 December, 2011. 
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Laser scanning of a recirculation zone on the Bolund escarpment
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Abstract

Rapid variations in the height of the recirculation zone
are measured with a scanning wind lidar over a small es-
carpment on the Bolund Peninsula. The lidar is essen-
tially a continuous-wave laser Doppler anemometer with
the capability of rapidly changing the focus distance and
the beam direction. The instrument measures the line-of-
sight velocity 390 times per second and scans ten wind
profiles from the ground up to seven meters per second.
The results will be used to test computational fluid dy-
namics models for flow over terrain, and has relevance for
wind energy. The development of multiple lidar scanning
systems is done primarily for that purpose.

1 Introduction

Flow over complex terrain is a challenge for wind en-
ergy, because it is often difficult to predict the turbulent
flow implying uncertain estimates of power production
and mechanical loading of the turbine. Scanning the wind
flow with remote sensing devices offers great opportuni-
ties for wind energy and many lidar companies are starting
to provide instruments to do that.

2 Experiment

Atmospheric flow over a small bluff with a 12-m tall ver-
tical cliff have been studied experimentally at the Bolund
peninsula in Roskilde Fjord, Denmark. The Bolund ex-
periment was designed to provide a dataset for valida-
tion of numerical modeling of flow over complex terrain.
The experiment undertaken during the winter 2007-2008
described in Berg et al. [1] engaged ten meteorological
masts (see figure 1) and provided data for a blind compar-
ison of fifty-seven models [2].

The models displayed the largest errors in the calcu-
lated mean wind speed and turbulent kinetic energy close
to the surface in regions where flow separation occurred.
Every model, ranging from Reynolds-Averaged Navier-
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Figure 1: The position of seven of the ten meteorological
masts in the Bolund Experiment. One mast is to the west
in the fjord and the two last are to the east. The lidar is
positioned between masts M6 and M3 twenty meters from
the cliff pointing along the blue line (also called Line B in
[1]) towards the cliff due west. The black cross is the
position of a conically scanning standard ZephIR lidar.

Stokes (RANS) over large eddy simulation (LES) to phys-
ical model scale tests in flumes or wind tunnels, underesti-
mated the turbulent kinetic energy in the highly disturbed
region right downstream of the vertical cliff. The purpose
of the present experiment, undertaken in the fall of 2011
long after the meteorological masts were removed, was
to study in detail this unsteady recirculation zone with a
scanning laser anemometer.

3 Instrument

The laser anemometer, which is a part of the ”windscan-
ner.dk” project at DTU Wind Energy, steers the focused
beam with two independently moving prisms in a patented
configuration [3]. Simultaneously, the focus is changed so
the point of measurement can be moved rapidly in space.
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The two hundred thousand Doppler spectra acquired ev-
ery second are averaged down to 390 spectra per sec-
ond from which the line-of-sight velocities are derived
through calculation of the median of the power spectral
density after a suitably chosen background has been sub-
tracted. The instrument under the prism scanner is an im-
proved version of the ZephIR lidar described in [4, 5],
with a larger effective aperture, more sensitive detector,
and an incorporation of an acousto-optical modulator in
order to distinguish the sign of the line-of-sight velocity.
The lidar measuring on Bolund is shown in figure 2. Two
of these instruments have been used simultaneously to
study the unsteady downwash from a hovering helicopter,
see Sjöholm et al. [6].

Figure 2: The scanning lidar measuring upwind towards
the cliff of Bolund. See figure 1.

4 Results
The flow was scanned in seven vertical profiles at differ-
ent distances from the escarpment extending from the sur-
face and seven meters up, see figure 3. At every vertical
position the wind profile was measured ten times per sec-
ond allowing detailed unsteady characteristics to be de-
rived. Between every seven vertical profiles the line-of-
sight velocities were measured on a horizontal arc extend-
ing ±30◦ from the blue horizontal line in figure 1. The
focus distance during that operation was 120 m, and it al-
low for a determination of the undisturbed upwind speed
and wind direction. The vertical mean profiles shown in
figure 4 were taken when the wind was due west, and they
show speed-up over the escarpment at the higher heights
while a turbulent inner layer is growing rapidly from the
edge. The lowest part of the turbulent layer show reversed
mean winds. Close to the edge the height of the inner
layer seems constant, while it is oscillating violently fur-
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Figure 3: The position of the vertical scans relative to the
Bolund escarpment. The position of the laser anemometer
is indicated by a circle, and the position of the scan shown
in figure 5 is indicated with an arrow.
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Figure 4: One hour average velocity profiles. The colors
indicate the various positions as indicated in 3. Notice the
reversed mean flow for some profiles in the lowest meter
above the ground.

ther downstream from the edge as seen in figure 5.
It is also possible to calculate the standard deviation

of the velocity at every profile. The results are shown in
figure 6. No compensation was done to account for con-
sequences of the measurement volume on the turbulence,
because the focus distance is quite short and consequently
the measurement volume is limited. This issue is consid-
ered in [7]. With these reservations figure 6 shows that
the strongest velocity fluctuations are elevated from the
ground. We interpret that to be caused by the undulating
sharp interface between slow and fast fluid, as also shown
in figure 5.

The new remote sensing based wind profile measure-
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Figure 5: Example of a scan of the line-of-sight velocity lasting 30 seconds. The velocities of 300 consecutive profiles
are plotted. Near the ground the instrument fails occasionally. A sharp and rapidly varying interface between fast and
slowly moving air is observed. The distance from the cliff is approximately 6 m, while the height of the turbulent layer
varies from 2 to 5 m.
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Figure 6: One hour profile of the standard deviation of
the line-of-sight velocity. The colors are the same as in
figure 4.

ments provide a unique dataset for validation of unsteady
flow modeling over complex terrain for wind energy.

5 Future work
The analysis presented here is based on the first hour of
data of the experiment, and the last twenty-five hours re-
mains to be analyzed. Spectral analysis of the measured
time series and detailed comparison with previous mea-
surements on masts M6 and M7 is also outstanding.

Preliminary modeling of the flow with RANS and

LES has limited success, probably due to inappropriate
meshes. At DTU Wind Energy we are currently pursuing
ways to improve the simulations, and we encourage oth-
ers to compare their models with these new laser Doppler
scans.
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ABSTRACT 
Acoustic tomography of the atmospheric surface layer 
(ASL) is based on measurements of travel times of 
sound propagation between speakers and microphones, 
which constitute a tomography array. The temperature 
and wind velocity fields inside the tomographic region 
affect the travel times and can be reconstructed using 
different inverse algorithms. An array for acoustic 
tomography of the ASL has recently been built at the 
Boulder Atmospheric Observatory (BAO), CO, USA. 
The array consists of three speaker and five microphone 
towers located along the perimeter of a square with side 
length of 80 m. Speakers and microphones are 
connected via underground cables to the central 
command and data acquisition computer and other 
equipment located in a small modular building at the 
BAO. Using the BAO tomography array, the travel 
times of sound impulses between the speakers and 
microphones have been measured and analyzed. 
Subsequent reconstruction of the temperature and wind 
velocity fields is done with a recently developed time-
dependent stochastic inversion. Examples of the 
reconstructed turbulence fields are presented and 
analyzed. Other developments in acoustic tomography 
are briefly discussed.  

1. INTRODUCTION 
Acoustic travel-time tomography of the atmospheric 
surface layer (ASL) is based on measurements of travel 
times of sound propagation between acoustic sources 
(usually, speakers) and microphones. Then, the 
temperature and wind velocity fields inside the 
tomographic region (area or volume) are reconstructed 
using different inverse algorithms. Improved 
knowledge about these fields is important for boundary 
layer meteorology, theories of turbulence, studies of 
sound and electromagnetic wave propagation in a 
turbulent atmosphere, etc. Acoustic tomography of the 
ASL has certain advantages [1] in comparison with 
point measurements of temperature and wind velocity 
using conventional meteorological devises.  

The first experimental implementation of acoustic 
tomography of the ASL was done by Wilson and 

Thomson [2]. Since the mid 1990’s, many outdoor and 
indoor acoustic tomography experiments have been 
performed by scientists from the University of Leipzig, 
Germany, e.g., see [3,4]. At the end of the 2010’s, an 
array for acoustic tomography of the ASL was built 
[1,5] at the Boulder Atmospheric Observatory (BAO), 
near Boulder, CO, USA. The BAO is a premier 
meteorological site with many instrumentation for 
measurements of parameters of the atmospheric 
boundary layer.     

In Sec. 2, the layout and principle of operation of the 
BAO acoustic tomography array are briefly discussed. 
A recently developed time-dependent stochastic 
inversion (TDSI) algorithm for reconstruction of the 
temperature and wind velocity fields from the travel 
times of sound propagation is outlined in Sec. 3.  In 
Sec. 4, examples of the temperature and velocity fields 
reconstructed with the BAO array and TDSI algorithm 
are presented and discussed. In Sec. 5, other recent 
developments in acoustic tomography are outlined. In 
Sec. 6, the results obtained in the paper are 
summarized. 

2. BAO ACOUSTIC TOMOGRAPHY ARRAY 
The BAO acoustic tomography array consists of three 
speaker and five microphone towers located along the 
perimeter of a square with side length of 80 m. The 
towers are 9.1 m high; their ),( yx  coordinates in a 
horizontal plane are shown in Fig. 1. Speakers and 
microphones are located on the towers at three 
adjustable levels ranging from about 3 to 9 m. 
Transducers at the upper level of the towers have been 
used so far for transmission and reception of acoustic 
signals, thus enabling 2D, horizontal slice tomography. 
Speakers and microphones are connected via 
underground cables to equipment inside a small 
modular building at the BAO: microphone filters, 
powers amplifiers, A/D interfaces, a central control and 
data acquisition computer, and an uninterruptible power 
supply.  

Software was developed to run acoustic tomography 
experiments from the central computer and to store all 
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data on the computer. The software allows choosing the 
form of a transmitted signal (with a length of about 30 
ms) and the duration of an experiment (from 1 min to a 
few hours). In the current design, three speakers are 
activated in a sequence with 0.5 s delay. Five 
microphones record these signals. The travel times i  
of sound propagation along different sound propagation 
paths are determined by the cross-correlation of the 
transmitted and received signals. Here, the subscript 

15,...,2,1i  indicates a particular path shown in Fig.1. 
The temperature ),,( tyxT  and wind velocity ),,( tyxv  
fields inside the BAO tomography array are 
reconstructed from the measured travel times i  using 
the TDSI algorithm (explained in the next section). 
Here, t  is time. 

 
Figure 1. Location of eight towers of the BAO acoustic 
tomography array in a horizontal plane. Green lines indicate 
sound propagation paths from speakers (red circles) to 
microphones (blue squares). 

To the best of our knowledge, the BAO tomography 
array is currently the only operational array for acoustic 
tomography of the ASL. The speakers and microphones 
are permanently installed on the towers. This allows 
continuous monitoring of the temperature and wind 
velocity fields. All previous tomography arrays were 
dismantled after a short time of operation. 

Efforts are underway to upgrade capabilities of the 
BAO tomography array. Two new towers have been 
already mounted and connected via underground cables 
with the BAO modular building. All towers, except one 
in the middle of the array, will have both a speaker and 
microphone installed at the upper level of the array that 
will increase the number of sound propagation paths 
and allow reciprocal transmission. A sonic anemometer 
and thermometer probe will be installed on the tower, 
which is located in the middle of the array. A new PC 
and better A/D interfaces will be used to improve 
synchronization in transmitting and recording of 

acoustic signals, and to make more accurate 
measurements of the travel times.  

3. TDSI ALGORITHM  
In the TDSI algorithm, the temperature and wind 
velocity fields are expressed as sums of the mean fields 
and the fluctuations: ),,()(),,( 10 tyxTtTtyxT  , 

),,()(),,( 10 tyxvtvtyxv   . Here, the subscripts “0” 
and “1” correspond to the mean fields and the 
fluctuations, respectively. The mean fields are 
reconstructed with the least squares solution and the 
fluctuations with the TDSI algorithm.  

The main idea of TDSI is to measure the travel times 
i  repeatedly at the time moments 1t , 2t , …, nt , where 

n  is the number of travel time measurements, and  to 
assume that the temperature and velocity fluctuations 
are random fields with known spatial-temporal 
correlation functions. Using n  sets of the travel times 

i  as input data, the ),,(1 tyxT  and ),,(1 tyxv  fields are 
reconstructed with approaches developed in [6-9]. By 
repeated measurements of the travel times, TDSI 
increases the number of data used in the inversion 
without increasing the number of speakers and 
microphones, i.e., the number of sound propagation 
paths. Numerical results showed that TDSI allows 
better reconstruction of the temperature and velocity 
fields than other algorithms do, for example, stochastic 
inversion.  

The developed TDSI was applied to numerical 
simulations of the BAO acoustic tomography array. In 
the simulations, the temperature and velocity fields 
were modeled with large eddy simulations (LES). The 
results obtained showed that the mean temperature and 
wind velocity and their fluctuations can be reliably 
reconstructed. The developed TDSI was also applied 
for reconstruction of the temperature and velocity fields 
in outdoor [3] and indoor [4] acoustic tomography 
experiments carried out by scientists from the 
University of Leipzig. The results obtained showed 
successful reconstruction of the temperature and wind 
velocity fields, which were in a good agreement with in 
situ measured data where those were available.  

4. RECOSNTRUCTION OF TEMPERATURE 
AND VELOCITY FIELDS  

After a thorough testing and refinement, the TDSI 
algorithm was applied for reconstruction of the 
temperature and wind velocity fields in acoustic 
tomography experiments with the BAO tomography 
array. The results presented below [9] correspond to the 
tomography experiment, carried out on 09 Jul 2008 at 
21:31-21:33 UTC (15:31-15:33 of local time). 
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Figure 2 depicts the temporal evolution of the travel 
time )(1 t  of signal propagation from speaker 1 to 
microphone 1 shown in Fig. 1. The travel time was 
calculated every 1.5 s during 180 s of the tomography 
experiment. The travel time gradually changes from one 
measurement to another due to changing temperature 
and wind velocity fields. A maximum deviation of the 
travel time from its mean value is of the order of 0.5 
ms. Though not shown here for brevity, the travel times 
along other propagation paths depicted in Fig. 1 exhibit 
a similar temporal evolution. 

 

 
Figure 2. Temporal evolution of the travel time of sound 
propagation from speaker 1 to microphone 1 shown in Fig. 1 
in the acoustic tomography experiment at the BAO on 09 Jul 
2008.  

The measured travel times i  were then used to 
reconstruct the temperature and wind velocity fields. 
Figure 3 shows the reconstructed temperature field 

),( yxT , which corresponds to the time 21:32:30 of the 
experiment. The expected error in reconstruction is 
about 05.0 . Several “cold” and “warm” eddies are 
clearly seen in the figure. The eddies are reliably 
resolved since the temperature difference between them 
is larger than the error in reconstruction. 

The magnitude of the wind velocity vector 
reconstructed for the same time 21:32:30 is depicted in 
Fig. 4. The expected error of reconstruction is 0.04 m/s. 
“Fast” and “slow” eddies are seen in the figure. Arrows 
indicate the direction of the wind velocity vector. 

Similarly, the temperature ),( yxT  and wind velocity 
),( yxv  fields were reconstructed for other time 

moments of the tomography experiments. The resulting 
spatial fields were combined into two “movies”, which 
show temporal evolutions of the temperature and 
velocity fields for 180 s of the experiment. 

 
Figure 3. Temperature field reconstructed with TDSI in the 
acoustic tomography experiment at the BAO on 09 Jul 2008. 
(In color in the electronic version.) 

 

 
Figure 4. Magnitude of the wind velocity reconstructed with 
TDSI in the acoustic tomography experiment at the BAO on 
09 Jul 2008. Arrows indicate the direction of the wind 
velocity vector. (In color in the electronic version.)  

5. OTHER DEVELOPMENTS IN ACOUSTIC 
TOMOGARPHY  

Though the BAO acoustic tomography array and the 
TDSI algorithm were built and developed to obtain 
results similar to those shown in Figs. 2-4, they can also 
be used for other research problems. In this section, we 
briefly outline some of these problems.  

The BAO tomography array could be used a large sonic 
anemometer/thermometer for obtaining the area-
averaged measurements of the temperature, wind 
velocity, and horizontal heat flux. Area-averaged 
measurements of these meteorological parameters are 
important since point measurements are often not 
representative due to spatial variations. An approach 
has been suggested to infer the vertical heat flux from 
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the horizontal heat flux. Preliminary theoretical and 
experimental results obtained in this study are reported 
in [10,11].      

The BAO tomography array can be used for testing 
theories of line-of-sight sound propagation through a 
turbulent atmosphere, including theories of broad-band 
propagation and temporal coherence, which are yet to 
be developed. In such experiments, the tomography 
array could provide information about both atmospheric 
turbulence and fluctuations in acoustic signals 
propagating through the turbulence.  

Finally, to improve a spatial resolution of a sonic 
anemometer/thermometer, one might regard it as a 
small acoustic tomography array [10], and use the TDSI 
algorithm for fine reconstruction of the temperature and 
wind velocity fields. Numerical simulations have 
shown that if the number of transducers in a sonic is 
doubled, its spatial resolution would increase by a 
factor of ten.  

6. CONCLUSIONS  
In this paper, the layout and principle of operation of 
the BAO acoustic tomography array were presented. 
The array enables measurement of the travel times of 
sound signal propagation between different speakers 
and microphones, which constitute the tomography 
array. Efforts underway to upgrade capabilities of the 
BAO tomography array were outlined. The TDSI 
algorithm, which is used for reconstruction of the 
temperature and wind velocity fields from the measured 
travel times, was briefly explained and the results 
obtained with this algorithm were overviewed. The 
results in reconstruction of the temperature and wind 
velocity fields in the acoustic tomography experiment 
at the BAO on 09 Jul 2008 were presented and 
analyzed. The use of the BAO tomography array and 
the TDSI algorithm in other research problems was 
discussed.  
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ABSTRACT

The overlap function of a Raman channel for a lidar sys-
tem is retrieved by non-linear regression using an ana-
lytic description of the optical system and a simple model
for the extinction profile, constrained by aerosol opti-
cal thickness. Considering simulated data, the scheme
is successful even where the aerosol profile deviates sig-
nificantly from the simple model assumed. Application
to real data is found to reduce by a factor of 1.4 – 2.0
the root-mean-square difference between the attenuated
backscatter coefficient as measured by the calibrated in-
strument and a commercial instrument.

1. INTRODUCTION

A lidar’s overlap function describes the efficiency with
which light is coupled into its detectors as a function of
height, dependent on overlap of the laser-illuminated vol-
ume with the system’s field-of-view (FOV) and losses
in the optical system. [1, 2] This limits the accuracy
with which lidar can be used to investigate the planetary
boundary layer (PBL), where aerosol is both most abun-
dant and most variable. Further, many methods of lidar
analysis are designed to only consider regions where the
overlap function is constant and can incur significant er-
rors if regions where it is not constant are considered.

The Robust And Compact Environmental Lidar
(RACHEL) was developed by Hovemere Ltd. as a cost-
effective and portable Raman lidar system for unat-
tended monitoring of pollution by day and night. The
prototype system was deployed at the NERC Chilbolton
Facility for Atmospheric and Radio Research (CFARR)
in southern England during Spring 2010. Due to a series
of minor faults, the laser was operating at significantly
less than its full power and had to be adjusted repeatedly
in the field, such that the usually assumed analytic form
could not be used. The low signal-to-noise ratio (SNR)
of the data prevented iterative methods [3, 4] from
converging to sufficiently smooth solutions to be useful.
Further, the large, inhomogeneous aerosol loading ruled
out integrating the signal over longer time periods to
increase the SNR. A new method was sought to produce
the best estimate of the overlap function possible under
these challenging conditions.

Non-linear regression provides a framework to combine
these noisy lidar profiles with other information about the
system and atmosphere, such as an analytic model of the
overlap function or aerosol optical thickness, to produce

an estimate of the overlap function that makes optimal
use of all the information available. The retrieved over-
lap function is then used to produce a simple lidar prod-
uct, which is compared to independent observations as
an initial validation. This extended abstract should serve
as a brief outline for a paper of the same title currently
under review for publication in Applied Optics.

2. METHOD
2.1 Optimal estimation
Optimal estimation is a non-linear regression scheme
with rigorous incorporation of any prior information
about the state of the system. [5] It solves for x the in-
verse problem,

y = F(x,b)+ ε, (1)

where y describes a set of measurements with noise ε; the
state of the observing system and atmosphere are sum-
marised by unknown parameters x and known parame-
ters b; and the forward model F translates this state into
a simulated measurement.

If the uncertainty in the measurements is described by a
covariance matrix Sε and the probability density function
for all variables is approximated as Gaussian, the prob-
ability that the system is in a state x given the measure-
ment y can be expressed as,

−2lnP(x|y) = [y−F(x,b)]T S−1
ε [y−F(x,b)]

+[x−xa]
T S−1

a [x−xa]+ c, (2)

where c is a constant. The second term above incorpo-
rates any information we may have about the system be-
fore making the measurement through an a priori state
xa with covariance matrix Sa. These could, for example,
describe a climatological mean state or expected correla-
tions in some quantity with height due to vertical mixing.

It is then shown in [5] that the iteration,

xi+1 = xi +[(1+Γi)S−1
a +KT

i S−1
ε Ki]

−1

{KT
i S−1

ε [y−F(xi,b)]−S−1
a (xi −xa)}, (3)

converges to the minimum of (2) — the most likely state.
Here, Ki = ∇xF(xi,b) and the covariance of that state is,

Sx = (KT S−1
ε K+S−1

a )−1. (4)

General practice is that after an iteration, if the value of
the cost function (2) has increased, the scaling factor Γi
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Table 1. RACHEL system specification
Parameter Value
Laser type Nd-YAG
Emitted wavelength 354.7 nm
Pulse rate 20 Hz
Average pulse energy 45 mJ
Beam radius, RL 17.5 mm
Beam divergence, φL 0.3 mrad
Telescope model Meade LXD-75
Primary mirror radius, RT 101.5 mm
Secondary mirror radius, Ro 37.5 mm
Fibre radius, Rp 0.2 mm
Focal length, f 2.0 m
Resolution 10.5 m

is increased by a factor of ten. Otherwise, it is reduced
by a factor of two. Iteration ceases when either the cost
function or all elements of the state vector change by less
than some threshold after a step.

2.2 Application to lidar

The most common model for the response of a lidar to
Raman scattering from particles is, [1, 2]

Era(r) = E0 Cra r−2A(r)NX(r)

×exp
[
−
∫ r

0
αm(λL,r′)+αa(λL,r′)

+ αm(λX,r′)+αa(λX,r′)dr′
]
, (5)

where Era(r) is the energy observed from a range r; β(λ,r)
is the backscattering coefficient; α(λ,r) is the extinction
coefficient; the subscripts m and a denote molecular and
aerosol scattering; λL and λX are the wavelengths of the
laser beam and Raman scattered radiation; E0 is the en-
ergy of the laser pulse; NX(r) is the number density of the
scattering species; and Cra is a constant.

For the purpose of estimating the overlap function, the
measurement y will be the values of Era over some suit-
able range; the state x will be the values of Cra, A(r), and
αa over the same range; and the remaining variables are
known from other measurements (such as a standard at-
mosphere) and so form b. To further constrain the prob-
lem, model analytic forms for A(r) and αa are introduced
such that these profiles can be expressed in terms of a
few unknown parameters.

Such a formulation for A(r) was proposed in [6] (not out-
lined here for brevity). This presented the overlap func-
tion as an integral over the overlap of two circles — the
assumed circular, continuous beam and the telescope’s
FOV. It neglects the effects of any components after the
telescope and any variations in the beam profile. Some
rearrangement of the form originally presented was made
to improve accuracy and stability of the integration.

It is then hypothesised from observations [7, 8, 9] that
stable PBLs can be approximated as having constant ex-
tinction up to some height z0 (which is not necessarily
the top of the PBL) and a rapid exponential decay above
that over a scale height H. This profile can then be con-

strained by observations of the atmosphere, such as mea-
surement of the aerosol optical thickness, χ, with a sun
photometer. This profile can be written as (see fig. 1(a)),

∫ z

0
αa(λL,r′)dr′=

{ χ
H+z0

z, z < z0;
χ

H+z0

[
z0 +H

(
1− exp z0−z

H
)]
, z ≥ z0.

(6)

3. SIMULATION
The behaviour of the retrieval scheme was investigated
through the use of data simulated for the RACHEL plat-
form (table 1). Such simulations are easily produced
with the forward model, with four alignments of the sys-
tem considered to highlight the expected range of states.

As shown in fig. 2, retrievals for all four cases demon-
strate a high quality fit, with costs in the expected range.
There is a slight tendency towards underestimation with
height, most pronounced in curve ×. This is to be ex-
pected as this model has the lowest magnitude. That be-
ing directly proportional to the number of photons ob-
served, the SNR will be lower for this profile, corre-
sponding to a lower information content in the retrieval.
When the integration time of this profile is increased, the
fit is found to be equivalent to the others.

To investigate the suitability of the idealised extinction
profile, a variety of perturbations were added, shown in
fig. 1(b–c), and simulated using a well-aligned model.

Figure 1. Aerosol extinction profiles used for simulating data.
All have χ = 0.4 at 355 nm. (a) Unperturbed model profile,
where extinction is constant to 640 m and decreases exponen-
tially above that; (b) Addition of a Gaussian peak (dash) or si-
nusoidal variations (dot); (c) Addition of normally-distributed
multiplicative noise (short dashes) or a linear decrease in ex-
tinction (dot-dash).
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Figure 2. Retrieved calibration function, CraA(r), for four
different model alignments (black) with errors derived from
eqn. (4). The true profile is plotted in colour.

All are constructed to have an equal χ of 0.4 at 355 nm.
In three cases, the retrieved profile was consistent with
that used for simulation and in the case of a linear de-
crease in extinction with height, the retrieval is accurate
to within 5 % despite the significant difference in ex-
tinction profile, though this difference is greater than the
predicted error. These profiles also demonstrated a sig-
nificant degeneracy in the model, with different sets of
parameters producing practically identical overlap func-
tions. As such, it is important to evaluate the success of
any retrieval against the calibration function and its er-
ror and not the individual parameters, which may not be
physically meaningful.

The impact of a different beam profile on the retrieval
was also investigated. The overlap function was recalcu-
lated with a Gaussian beam profile for each of the four
model states. The retrieval was then applied assuming a
continuous profile. The results vary, with discrepancies
of up to 10 % in the region 200 – 1000 m, where the
overlap of the beam and FOV is most rapidly changing
and the beam profile is most important. However, such
cases are indicated by a large cost for the retrieval, and
so can be identified and rejected.

4. APPLICATION

The retrieval was then applied to real data. Ideally, ob-
servations at night would be used as these have a higher
SNR and, sufficiently long after sunset, the PBL will
generally be stable. However, as it was not possible to
measure χ at night, a balance was sought by considering
early morning and dawn of days that showed minimal

variation in χ within an hour of sunrise.

The retrieved calibration function from one morning’s
observations is plotted in fig. 3(a). For comparison, a
simple arithmetic inversion of eqn. (5) is also shown (cal-
culated by correcting the measurements for range, back-
ground, molecular scattering, and the a priori aerosol
profile). Firstly, the overlap function tends smoothly to
a constant value with height, indicating RACHEL was
well aligned at this time. The retrieved profile is slightly

Figure 3. (a) The retrieved calibration function with errors.
Plotted as points is an arithmetic inversion of the measure-
ment, eqn. (5), with the a priori extinction profile. Measure-
ments beyond the reasonably linear range of the detectors are
not plotted and were not used in the retrieval. (b) The attenu-
ated backscatter coefficient at 355 nm for the retrieved aerosol
profile (black), the elastic profile corrected with the retrieved
overlap function (blue), and as reported independently by an
EZ lidar at the same site (red). A lidar ratio of 15 was chosen
to give consistency between the three signals above 6 km.
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smaller from 0.5 – 1 km than would be expected from
the data without retrieval as the retrieved scale height is
greater than initially guessed. It is further evident that
the retrieval is returning larger errors than observed in
the simulated data. The reason for this is clear from the
broad scatter of data points above 1 km. The ability to
fit a physically consistent function regardless is one of
optimal estimation’s strengths.

The validity of the retrieved extinction profile can be ex-
plored through use of the elastic channel. In particular, if
a constant lidar ratio is assumed, the attenuated backscat-
ter coefficient,

β∗(r) =
Eel(r)r2

CelE0A(r)
exp

[
2
∫ r

0
αm(λL,r′)dr′

]
(7)

≡ βm(λL,r)+βa(λL,r)
exp [2

∫ r
0 αa(λL,r′)dr′]

, (8)

can be calculated for the elastic channel and compared
to that from direct substitution of the retrieved αa into
eqn. (8). This is presented in fig. 3(b), with the retrieved
profile in black and the elastic data in blue . In addi-
tion, plotted in red is the β∗ published by CFARR from
a Leosphere EZ lidar operated continuously at the site,
evaluated using Leosphere’s commercial algorithm.

We can see that in this case, the retrieved αa is reasonable
up to 1.5 km, but then underestimates the scale height.
However, the fairly good correspondence between the
published β∗ and that determined from RACHEL’s elas-
tic channel (the RMS deviation between them reduces
from 2.4 × 10−5 m−1 sr−1 without overlap correction to
1.4× 10−5 with it) gives confidence that despite the ex-
tinction profile, the retrieved correction is useful. The
difference in αa may be due to a change in the lidar ratio
between the PBL and free troposphere.

5. CONCLUSIONS
An optimal estimation scheme has been proposed for the
retrieval of the overlap function of a Raman channel of a
lidar system. The retrieval scheme was successful in re-
trieving overlap functions from simulated data, with var-
ious perturbations to the assumed aerosol profile found
to not significantly affect the result. The use of a Gaus-
sian beam profile was found to influence the retrieval in
some circumstances, but these failures were indicated by
high costs and so can be rejected.

The retrieval was then applied to measurements with the
RACHEL system. This was found to be more consistent
with independent observations than without the overlap
correction by a factor of 1.4 – 2.0. The retrieved ex-
tinction profiles, though functional, were clearly only ap-
proximations to the truth. It is likely that a model of the
extinction profile with more degrees of freedom could
improve the technique in future.

Practically, the retrieved overlap function will be used
within some algorithm to derive the extinction and
backscatter. For a Klett-Fernald scheme, as the over-
lap function is effectively a multiplicative correction, it

will simply add to the fractional error in the backscat-
ter coefficient. For the conditions considered in Section
4, this varies from about 2 % when the system is well
aligned, which is slightly better that that expected from
existing techniques of determining the overlap function,
to over 10 % when it isn’t well aligned, which would be
the dominant source of error in the retrieval, though this
was in part due to the lower SNR of the data used in the
retrieval (not presented here).

The impact of this error on a Raman lidar scheme is more
subtle as there the correction is to the derivative of the
overlap function. In its current form, the dominant error
in this derivative is from numerical integration and can be
over 100 % in certain cases. However, if an analytic form
of the derivative is found, the errors should be equivalent
to those introduced into the single-channel scheme. This
is an aim for the near future.
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ABSTRACT 
A scintillometer is a device that consist of a transmitter 
and receiver. The receiver records intensity fluctuations 
of the electromagnetic beam emitted by the transmitter. 
These fluctuations are caused by refraction of the beam 
upon its passage through the turbulent surface layer. 

An increasingly popular application of scintillometry is 
to estimate the area-averaged surface fluxes following 
scintillometer theory [1]. A less known application of 
scintillometry is the estimation of the crosswind (i.e. the 
wind perpendicular on the scintillometer path). Past 
research focused on dual aperture scintillometers that 
use the time delay between the two signals to estimate 
the crosswind [2]. 

The goal of this study is to explore three algorithms to 
obtain the crosswind from single aperture 
scintillometers using spectral techniques. Clifford [3] 
described a theoretical model of the scintillation 
spectrum. From this model it is apparent that stronger 
crosswinds causes the spectrum to shift to higher 
frequency. Therefore, by using a salient point in the 
spectrum and its corresponding frequency the 
crosswind can be obtained. 

The algorithms are examined with data, of a boundary 
layer scintillometer and sonic anemometer, collected at 
the Haarweg (The Netherlands). The scintillation 
spectra are obtained with Fast Fourier Transformations 
and wavelets. Wavelets are used to obtain a well-
defined spectra for short time intervals (< 1 minute). 
From the results we conclude that it is possible to 
obtain the crosswind from a scintillometer by using 
spectral techniques for short time intervals it is 
preferable to use wavelets to determine the spectrum. 

1. INTRODUCTION 
In this study we are interested in obtaining the wind 
component perpendicular to a path, the so called 
crosswind (  ), using scintillometer measurements. A 
scintillometer is a device that consist of a transmitter 
and receiver. The transmitter and receiver are placed 
over a path of 0.1 to 10 km. The transmitter emits a 
light beam which is refracted in the turbulent 
atmosphere, causing light intensity fluctuations that are 
measured by the receiver. 

An application of line averaged crosswinds obtained 
from scintillometers is at airports. Strong crosswind 

along airport runways can introduce a serious safety 
risk to airplanes taking off or landing. Airports typically 
use cup anemometers and wind vanes to measure the 
crosswind. The disadvantage of these devices is that 
their measurements are representative for a small part 
of the runway, while the scintillometer averages the 
crosswind along a path. 

The application of a scintillometer to measure 
crosswind is not new. Lawrence [4] constructed an 
optical wind sensor that consisted of a dual aperture 
scintillometer (DAS), which used the motion of the 
scintillation pattern to obtain the crosswind. 

Wang [5] showed a technique where the frequency 
corresponding to the width of the auto-covariance 
function is used to obtain the crosswind. This frequency 
technique, as they called it, can also be applied to a 
single aperture scintillometer (SAS). 

The techniques suggested by [4] and [5] rely on 
experimental calibration. This calibration is necessary 
to find the constant describing the relation between the 
crosswind and the covariance or frequency point used 
by the technique. 

In this study we explore three algorithms to obtain the 
crosswind from power spectra of a SAS signal. A 
salient point in the scintillation spectra shifts linearly 
along the frequency axis as a function of    The three 
algorithms are named after the salient points in different 
representation in the spectra, notably: the Corner 
Frequency (CF), Maximum Frequency (MF), and 
Cumulative Spectrum (CS) algorithm. We will use the 
theoretical model for scintillation spectra of Clifford [3] 
to establish the relation between the location of the 
different salient points and the crosswind. 

This work is in more detail discussed in a paper entitled 
‘Crosswind from a Single Aperture Scintillometer using 
Spectral Techniques’ in review at the Journal of 
Atmospheric and Oceanic Technology [6]. 

2. THEORY 
A scintillometer sends a monochromatic light beam 
from a transmitter to a receiver, which are typically  a 
few hundred meters to a few kilometers apart. This light 
is scattered by turbulent eddies, which are advected 
through the scintillometer path by the wind. Therefore, 
the amount of scattering varies in time, causing the 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

33

Session 2

 

measured light intensity to fluctuate. Assuming Taylor's 
frozen turbulence hypothesis, the wind advecting the 
eddies through the path is the only phenomena driving 
the light intensity fluctuations. If this assumption is not 
valid the decay of eddies also contributes to the 
intensity fluctuations. 

Figure \ref{fig:spectrum} shows a typical measured 
spectrum of the scintillometer signal. The spectrum 
shows how much each frequency contributes to the 
variance of the log of the intensity signal (     )  

Clifford [3] describes a theoretical model that 
represents the spectrum of intensity fluctuations 
measured by a scintillometer for spherical waves. Wang 
[7] added terms to include the spatially incoherent 
transmitting and receiving optics in the theoretical 
model, i.e. the step from a point source to a finite 
aperture. The theoretical power spectrum (S) is then 
defined by: 

     
               

 
   
  

      
       
              

 
 

                     
 (1) 

where f is the frequency, k is the turbulent spatial wave 
number, K the turbulent spatial wave number, x is the 
relative location on the path, J1 is a first order Bessel 
function and       is the three dimensional spectrum 
of the refractive index in the inertial range given in [8]. 

For a given scintillometer set-up all variables except    
and the structure parameter of the refractive index 
(     are constant in equation 1 (    determines the 
value of   ). Therefore, these two variables influence 
the location of the spectrum, but they do not alter the 
shape of the spectrum.  

In Figure 1a the theoretical scintillation power spectrum 
is plotted with crosswinds of 0.1 and 10 m s-1. From 
this figure it is apparent that a stronger crosswind 
causes the spectrum to shift to higher frequencies (to 
the right). This relation can be qualitatively explained 
as follows; the higher the crosswind the faster the 
eddies are advected through the scintillometer path. 
Therefore, the higher frequencies contribute more to the 
variance of the signal when the crosswind is higher. An 
important feature is that the frequency shift scales 
linearly with the crosswind. Therefore, a salient point in 
the spectrum moves linearly across the frequency 
domain due to the crosswind. We will use the 
theoretical model of Clifford to establish the factor 
describing the relation between    and the salient 
frequency point.  

3. METHOD 
In this Section we will describe the three algorithms we 
used to obtain the crosswind from measured 
scintillation spectra. They are named the Corner 
Frequency (CF), the Maximum Frequency (MF), and 
the Cumulative Spectrum (CS). The algorithms indicate 
salient points in different representation of the spectra 
that can easily be traced by a computer algorithm. The 
salient points in the spectrum shift linearly along the 
frequency axis as a function of the crosswind, so: 

                             (2) 

where Calgoritm is a constant depending on the algorithm 
used, and falgorithm is the frequency corresponding to the 
salient points of the different algorithms. The values of 
Calgorithm will be determined from the theoretical model 
for the scintillation spectrum of [3]. 

 

 

 

 

 

 

 

 

Figure 1. Theoretical scintillation spectra with a crosswind 
of 0.1 m s-1 (solid blue line) and 10 m s-1 (dashed red line) in 
loglog (a), semilog (b), and cumulative (c) representation. 

The spectral representations we used are the loglog, 
semilog, and the cumulative spectrum for the CF, MF, 
and CS algorithm respectively.  

The corner frequency is the inflection point in the 
loglog representation of the scintillation spectrum 
(Figure 1a). We will use the definition of the corner 
frequency given in [9], which states that it is the point 
of intersect between the zero-slope line and the power-
law line.  
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The maximum frequency (fMF) is the frequency where 
the maximum of the energy conserved representation of 
the scintillation spectrum is located (Figure 1b). 

The cumulative spectrum, also known as Ogives, is 
obtained by integrating a spectrum from high to low 
frequencies. However, we integrate the spectrum from 
low to high frequency (left to right) and normalize the 
spectra with      . The CS is a new algorithm we 
propose to obtain    from a scintillation spectrum. 
Unlike the previously discussed algorithms, the CS 
algorithm takes into account the complete shape of the 
spectrum. We used five frequency points, which 
corresponded to the following points in the cumulative 
spectrum; 0.5, 0.6, 0.7, 0.8, and 0.9 (Figure 1c).  

4. EXPERIMENTAL SET-UP 
The data studied in this paper were collected at the 
meteorological site at the Haarweg, Wageningen, The 
Netherlands from 14 April till 20 May 2010. We 
deployed a Boundary Layer Scintillometer (BLS900, 
Manufacturer Scintec, Rottenburg, Germany). The 
BLS900 was installed at a height of 3.53 with a path 
length of 426 m. The scintillometer is fitted with a 
processing unit that has a measurement frequency of 
500 Hz. We stored the raw 500 Hz intensity signal. We 
used Srun software version 1.07 of Scintec to operate 
the scintillometer. The BLS900 is a DAS, so with two 
transmitters and receivers with aperture diameters of 15 
cm. Even though the BLS900 is a DAS, we will use it 
as a SAS, i.e. we will use only one of the two signals in 
our study. 

The output of the BLS900 was validated against a 
CSAT3 sonic anemometer manufactured by Campbell 
scientific (Utah, United States of America), which was 
also located at the meteorological site at the Haarweg. 
The measurement height of the CSAT3 was 3.44 m. 
The measurement frequency of the sonic anemometer 
was 10 Hz. The wind component of the CSAT3 we 
used to calculate the crosswind were aligned with the 
flow using a planar fit correction [10]. To validate the 
BLS900 with the CSAT3, the wind component 
perpendicular to the scintillometer path was calculated 
from the horizontal wind components measured by the 
CSAT3. 

5. RESULTS 

5.1 Crosswinds from FFT spectra 
In Figure \ref{fig:FFT}, scatter plots are given of the 
crosswind measured by the sonic anemometer 
(        ) against crosswind determined with the 
BLS900 (used as a SAS –      ) for the three 
algorithms obtained from FFT spectra over 10 minutes 
time intervals. The points are color coded with the 
signal to noise ratio (S2N). The noise level was 

determined in the field as the standard deviation of the 
light intensity measured by the receiver when the light 
intensity emitted by the transmitter was not received, 
which was 15 arbitrary units. 

 
Figure 2. Scatter plots of 10 minute crosswinds averages  
with on the x-axis         and on the y-axis        for CF 
(a), MF (b) and CS (c) algorithm with in colors S2N. 

Figure 2 indicates that all spectral techniques obtained 
similar results as         . This similarity between the 
spectral techniques and the sonic anemometer is also 
visible in the regression statistics outlined in Table 1. In 
this Table the linear regression parameter and 
corresponding R2, root mean square error (RMSE), and 
the percentage of data points left after filtering (N) are 
shown. A filter on the intensity signal (I) below 20 000 
arbitrary units (2/3 of the clear sky conditions) was 
applied. Fog in the morning mainly resulted in the low 
intensity signal resulting in a loss of data of 17 %. An 
additional high–pass filter (HPF) of 0.1 Hz, a low-pass 
filter (LPF) of 90 Hz and a filter on the maximum 
frequency was applied and a filter on UCS < 0.5 are also 
shown (see Table 1). 

The fit of UCS with          is best, with a regression 
slope of 0.95 and a RMSE of 0.37 m s-1. However, the 
amount of data points is smallest for this algorithm, 
with a N of only 75 %. For the CF algorithm the fit with 
the sonic anemometer is also very good (with a 
regression slope of 0.95). However, the scatter is 
somewhat higher than that of the CS algorithm (R2 of 
0.81 in comparison to 0.87, and a RMSE of 0.46 in 
comparison to 0.37). We assumed that the CS algorithm 
would not be valid for crosswinds below 0.5 m s-1. 
However, using a filter on these low crosswinds did not 
improve the results, but did result in an extra loss of 
data of 11 %. The fit of the MF algorithm with the 
sonic anemometer is worst of the three spectral 
techniques (regression slope of 0.83 and RMSE of 0.53 
m s-1). On the other hand all the data points, where the 
signal is not below 20 000, result in a value for the 
crosswind. Therefore, the MF algorithm is most robust 
to determine the crosswind. From Figure 2b it is 
apparent that some outliers in UMF occur when the S2N 
is low (< 10 m s-1). 

Table 1: Regression equations, R2 and RMSE for        
with          for CF, MF, and CS algorithm with different 
filters.  
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Algorithm Filter Regression 
eq 

R2 RMSE N 
[%] 

CF HPF y = 0.95x 
+0.23 

0.81 0.46 80 

MF HPF 
& 
LPF 

y = 0.83x 
+0.14 

0.70 0.53 83 

CS 90 < 
fMF 
<0.1 

y = 0.95x 
+0.22 

0.87 0.37 75 

UCS < 
0.5 

y = 0.93x 
+0.26 

0.85 0.39 64 

 

6. CONCLUSIONS 
We obtained the crosswind from a single aperture 
scintillometer (SAS) signal using three different 
algorithms, which are based on scintillation spectra 
without a calibration in the field. These algorithm are; 
the corner frequency (CF), maximum frequency (MF) 
and cumulative spectrum (CS).  All three algorithms 
obtained similar results for the crosswind compared 
with a sonic anemometer, thereby proving that the three 
algorithms are able to obtain the crosswind from a 
scintillometer signal. However, some filters needed to 
be applied to obtain these results. A filter on the 
scintillometer intensity signal (I) was applied to all 
algorithms (I<20 000). 

The CF algorithm has the disadvantage that it does not 
yield a result when the zero-slope and power-law line 
are not clearly present in the scintillometer spectrum. 
On the other hand this does serve as a quality check for 
how well the spectrum of the scintillometer signal is 
defined. This built in quality check is why this method 
achieves good results, also without additional filtering. 
Applying a high-pass filter did improve the results of 
the CF algorithm. 

The MF algorithm was most robust in obtaining the 
crosswind, only an additional high-pass filter and low-
pass filter were applied. These filters did not result in a 
loss of data. For the MF algorithm it was also possible 
to use a less strict filter on signal intensity (5 000 
instead of 20 000) and still achieve similar results for 
the regression statistics as with the strict filter. In this 
study we also discussed a signal to noise filter, but in 
the end we did not apply this filter to our data. 

The CS algorithm, a new algorithm we introduced in 
this paper, achieved the best result. The fit of this 
algorithm with the sonic anemometer was best, and the 
root mean square error was smallest. On the other hand, 
the amount of data points of the CS algorithm was 

smallest, since all the data points were the maximum 
frequency was below 0.1 Hz or above 90 Hz were 
filtered out. 
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ABSTRACT 
Using support from the University of Colorado at 
Boulder, Cooperative Institute for Research in 
Environmental Sciences (CIRES) Innovative Research 
Program, an inexpensive vertically pointing 
precipitation radar was developed to observe 
precipitation within 300 meters of the ground. The 
linear frequency modulated (FM) continuous wave 
(CW) technique was used to achieve a 5-m range 
resolution. The C-band radar operated in the point-to-
point Internet service frequency band (5.8 GHz), 
transmitted low power, and all radar hardware costs 
were less than US$ 6 000. 

The Doppler velocity power spectrum at each range 
gate was estimated using two fast Fourier transforms 
(FFTs). A range-FFT converted the sweep voltages into 
beat frequencies that correspond to discrete ranges. The 
real and imaginary components of each complex 
frequency were re-labeled as the in-phase and 
quadrature voltages (I and Q). Then, a Doppler-FFT 
converted the I and Q voltages from consecutive 
sweeps into Doppler velocity power spectra estimates. 
The Doppler-FFT is equivalent to the pulse-to-pulse 
processing use in standard wind profilers. 

Another innovation of this project was that all Doppler-
FFT calculations were performed using the Cell 
Broadband Engine parallel processor installed in a Sony 
PlayStation 3. Details not covered in this extended 
abstract are described in [1]. 

1. MOTIVATION 
Vertically pointing radars are used to study the vertical 
structure of rain storms as they pass overhead [2]. 
Vertically pointing radars are also used to study the 
raindrop size distribution providing information on the 
dynamics and microphysical processes occurring in rain 
storms [3]. 

1.1 Technical Issues 
Monostatic antenna pulse radars are ‘blind’ to close 
ranges because they cannot make observations during 
the transmit pulse and must wait for the switch from 
transmit to receive modes. This distance can be over 

150 meters in some precipitation research radars [4]. 
The radar developed in this project is bistatic and uses 
the FM-CW technique to observe at close range. 

1.2 Scientific Issues 
At small spatial and temporal scales, raindrops are not 
uniformly distributed. Raindrops cluster and separate 
due to dynamics and turbulence. We see these clusters 
of raindrops as “cat paws” when rain falls on lakes. But 
typical precipitation radars do not observe raindrop 
clusters because their large radar sample volumes 
average out sub-resolution structures. By reducing the 
size of the radar resolution volume, we’ll have the 
opportunity to investigate the clustering of raindrops. 
Also, as numerical models resolve smaller cloud 
structures, we’ll need observations at comparable 
resolutions to verify their model simulations. 

2. RADAR HARDWARE LAYOUT 
The FM-CW radar followed a classical upward linear 
sawtooth frequency modulated homodyne radar design 
[5]. The radar was designed using commercial 
components purchased from major distributors via the 
Internet and hardware costs were less than US$ 6 000.  

The hardware consists of electronics located either 
inside a shelter or outside under the antennas. Inside the 
shelter, a data acquisition system (DAS) is attached to a 
personal computer (PC) using a USB connection. The 
PC commands the DAS to start all logic signals and to 
acquire data. The DAS commands a direct digital 
synthesizer (DDS) to generate an upward linear 
sawtooth frequency sweep centered around 60 MHz. 
Using a 50 ft coax cable, the chirp signal is fed to the 
Tx & Rx Module located outside under the antennas 
and up-converts the signal to C-band (5.8 GHz). The 
receive antenna signal is mixed with the reference 
signal generating intermediate frequencies. Another 50 
ft coax cable brings the intermediate frequency signals 
back inside the shelter where they are fed through a 
video filter to amplify the desired signals before being 
sampled by the DAS. Using DAS manufacture supplied 
device drivers, the sampled voltages are saved to the PC 
hard disk and all signal processing is done post-data 
collection on the Sony Playstation 3. 
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The C-band FM-CW radar 90-cm diameter offset 
parabolic antennas have ~4° beam widths and are 
shown in Figure 1. Also shown in Figure 1 are 60-cm 
diameter radome covered X-band antennas used for 
anther FM-CW precipitation radar. While a 4° beam 
width may not be suitable for long-distance viewing 
radars, a 4° beam width enables more raindrops to be 
observed with short range resolution. For example, a 4° 
by 5-m radar sample volume has the same sample 
volume as a 1° by 80-m radar volume. 

Figure 1. Photograph of the outside hardware. Gray off-set 
parabolic dishes are the C-band antennas and white radome 
dishes are X-band antennas. Poles are 6 ft long and silver 
boxes contain the Tx and Rx Module circuitry. Hardware was 
installed in author’s backyard. 

3. FM-CW SIGNAL PROCESSING 
The FM-CW radar signal processing consists of 
performing two Fourier transforms (FFTs) on the 
collected sweep voltages. The first FFT is the range-
FFT [6] and converts the real valued voltage samples 
collected during each frequency sweep into complex 
valued intermediate frequencies (also called beat 
frequencies). The second FFT is called the Doppler-
FFT and converts a time-series of complex frequencies 
at each height into a Doppler velocity power spectrum 
[7]. 

3.1 Range-FFT 
Radars utilizing FM-CW techniques can observe targets 
at fine resolution and at close ranges [6]. This radar 
uses an upward sawtooth frequency modulated (FM) 
signal sweeping linearly from 0f  to Bf 0  over the 
duration sweepT  followed by a waiting interval waitT  at 

0f . For a linear sweeping FM signal, a target located at 
range R  will generate an intermediate frequency IFf
that is dependent on the radar sweep rate sweep/TB  and 

the target two-way propagation time cR /2  such that   

c
R

T
Bf 2

sweep
IF                  (1) 

where c  is the electromagnetic wave propagation 
speed. During each linear FM sweep, the DAS collects 
n  voltage samples each spaced t  apart for a total 
dwell interval of tnT dwell . The intermediate 
frequency resolution is given by )/(1IF tnf   and 
from equation (1) the range resolution is given by 

tnB
cT

f
cT

R sweep




1
22B IF

sweep .               (2) 

This C-band radar achieved a 5-m range resolution 
using a 500 kHz DAS sampling rate ( s2 t ) along 
with parameters: s310sweep T , 128n , and 

MHz3.36B . Low cost is achieved because a 500 
kHz sample rate DAS is much less expensive than a 
120 MHz sample rate DAS needed for a pulse radar 
with a 5-m range resolution (without pulse 
compression, the pulse radar sample rate is given by 

Rc /2 ). Another advantage of FM-CW radar is the 
reduced peak transmitted power because the transmitted 
duty cycle was about 80% when defined as 

)/()( waitsweep TTtn  .

3.2 Doppler-FFT 
For this radar design, the range-FFT consisted of 128 
samples yielding 64 ranges. The real and complex 
values from each frequency bin are renamed “I” and 
“Q” and are equivalent to in-phase (I) and quadrature 
(Q) voltages generated with heterodyne pulse radar 
processing [7]. The Doppler-FFT converts a time 
sequence of I and Q voltages at each frequency bin into 
Doppler velocity power spectra. Since the Doppler-FFT 
is performed on data from each frequency bin, or from 
each range gate, the Doppler-FFT is exactly the same as 
the Doppler processing used in pulse Doppler profiling 
radars.  

4. EXAMPLE OBSERVATION 
A rain event passed over Denver, Colorado, on 18 
August 2009. Figure 2 shows a 21 second averaged 
uncalibrated Doppler velocity reflectivity spectra from 
5 to 300 m with a 5-m range resolution. The decreased 
reflectivity in the lowest range gates is due to the two 
antennas being placed too far apart to observe close to 
the antennas. Moving the antennas closer will allow 
observations down to 5 m but will also increase the 
coupling between the Tx and Rx antennas leading to 
more ground clutter.  
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Figure 2. Profile of uncalibrated Doppler velocity reflectivity 
spectral density collected during a 21-s dwell. 

Figure 3 illustrates the precipitation temporal and 
vertical structure during the 21 second dwell shown in 
Figure 2. The mean uncalibrated reflectivity and mean 
radial velocity profiles are shown on the left two panels 
of Figure 3 with the 0.5 second anomalies shown in the 
right two panels. Even though the reflectivity is not 
absolutely calibrated, the time-height anomaly diagrams 
show ~10 dBZ variation in reflectivity and ~4 m s-1

variation in mean radial velocity during this 21 second 
interval. These anomaly diagrams show high temporal 
and vertical precipitation structure not resolved in the 
21-s dwell spectra profile shown in Figure 2. 
Interestingly, there appears to be an inverse correlation 
between reflectivity and radial velocities in this event 
that needs further investigation. 

Figure 3. Mean profiles of uncalibrated reflectivity (a) 
and mean velocity (b) estimated during 21-s dwell 
shown in Figure 2. Reflectivity and velocity anomalies 
using 0.5 second dwells are shown in (c) and (d).  

5. CONCLUDING REMARKS 
An inexpensive C-band (5.8 GHz) vertically pointing 
Doppler radar utilizing FM-CW technology was 
developed to observe precipitation within 300 m of the 
surface and at a 5-m range resolution. Because the FM-
CW radar technique does not require a fast data 
acquisition system, the hardware costs were less than 
US$ 6 000. The signal processing consisted of 
performing two sets of FFTs: one range-FFT was 
applied to each FM sweep to determine the I and Q
voltages at each range and a Doppler-FFT was applied 
to each range over several FM sweeps to estimate the 
Doppler velocity power spectrum at each range. More 
information about this C-band FM-CW precipitation 
radar is available in [1]. 
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ABSTRACT 
The wind field is one of the most important 
atmospheric parameters. Its accurate measurement with 
a high spatial and temporal resolution is crucial for the 
improvement of Numerical Weather Prediction (NWP) 
models as well as necessary to obtain reliable 
calculations of transport of air pollution and trace gases. 
Radar wind profilers (RWP) are the most thoroughly 
developed and widely used sensors for ground based 
remote sensing of the wind field. They provide vertical 
profiles of the horizontal wind at high temporal 
resolution under all weather conditions, that is in both 
the cloudy and clear atmosphere. Moreover, new 
portable IR Doppler Lidar systems have been recently 
developed mainly due to requirements from the 
renewable energy community. 

We present the results of a comparison of three 
different Doppler Lidar systems, developed by 
Leosphere and Halo Photonics, respectively, with a 482 
MHz Radar Wind Profiler. The measurements were 
performed at Lindenberg Observatory for a period of 
two months (November / December 2011). Radio 
Soundings and NWP model data was additionally used 
for the comparison.   

1. RESULTS 
Exemplarily the comparisons results for the StreamLine 
lidar are shown in Figure 1 and Figure 2. The 
differences in wind speed are shown in Figure 1, while 
the differences in wind direction are shown in Figure 2. 

In summary all Doppler wind lidars are in good 
agreement with the radar wind profiler measurements. 
Differences in wind speed and wind direction of 0.2m/s 
or 2°, respectively, were found during the validation 
period. Large differences occur at the lowermost and 
uppermost altitude levels due to ground clutter in RWP 
measurements and weak CNR. 

  

Figure 1. Differences in wind speed compared to the 
482MHz wind profiler (black), radiosondes (blue) and NWP 
model COSMO-EU (green) for the period 29.11.2011 - 
20.12.2011 (3 weeks). The solid lines indicate the differences 
in wind speed while the dashed lines indicate the RMS error. 
The red lines denote the wind lidar data availability for 
different altitude levels. 

Figure 2. Differences in wind speed compared to the 
482MHz wind profiler (black), radiosondes (blue) and NWP 
model COSMO-EU (green) for the period 29.11.2011 - 
20.12.2011 (3 weeks). 

−15 −10 −5 0 5
Difference in wind direction [deg]

0

2

4

6

A
lt
it
u
d
e
 [
k
m

]

StreamLine − Windprofiler

StreamLine − Radiosonde

StreamLine − COSMO-EU

−4 −2 0 2 4

Difference in wind speeds  [m/s]

0

2

4

6

A
lt
it
u
d
e
 [
k
m

]

StreamLine − Windprofiler

StreamLine − Radiosonde

StreamLine − COSMO-EU

valid cases:

100%



42

16th International Symposium for the Advancement of Boundary-Layer Remote SensingSession 3

 

SMALL-APERTURE SCINTILLOMETER MEASUREMENTS OF TURBULENT 
FLUXES AT A SUBURBAN SITE 

Petra M. Klein1, Jose M. Galvez2 
1School of Meteorology, Univ. of Oklahoma, 120 David L. Boren Blvd, Norman, OK 73072, USA, 

pkklein@ou.edu 
2Hydrometeorological Prediction Center, NCEP/NOAA, 5200 Auth Road Camp Springs, Maryland 20746, 

USA jose.galvez@noaa.gov 
 
 

ABSTRACT 
Heat and Momentum fluxes measured with a Scintec 
SLS20 scintillometer during two field campaigns are 
presented. The studies were conducted in the summers 
of 2007 (06/22–09/13) and 2008 (05/22-09/05) at a site 
in flat terrain covered by prairie grasses. The site was 
located near the Norman MESONET site and for 
prevailing, southerly wind directions it is only 200 m 
downwind of the city of Norman.  The scintillometer 
was operated over a 100-meter-long east-west oriented 
path and 2-m above the ground. Eddy-covariance 
measurements with several sonic anemometers were 
also conducted: in 2007 one RM-Young sonic 
anemometer was located at the center of the path and in 
2008 one RM-Young and four CSAT-3 sonic 
anemometers were placed along the path. The 
scintillometer data were recorded at 1-minute intervals 
whereas sonic anemometer data were recorded at a 
frequency of 10 Hz. Scintillometer and eddy-covariance 
heat fluxes showed the same diurnal and seasonal 
trends, but the scintillometer data had a low bias with a 
tendency for larger differences as the heat fluxes 
increased. Clear differences can also be noted for stable 
conditions and the scintillometer momentum flux 
observations are generally not very good. A number of 
correction methods for improving the scintillometer 
skill are discussed. Initial tests that targeted various 
expressions for the Monin-Obukhov similarity 
functions for the dimensionless dissipation rate 𝜑𝜑!  and 
temperature structure function parameter 𝜑𝜑!!!  were not 
successful, while uncertainties in the integral length 
scale l0  and form of the dissipation-range spectrum 
appear to play an important role. 

1. INTRODUCTION 
Scintillations are intensity fluctuations of 
electromagnetic radiation caused by turbulence in the 
atmosphere. Turbulent eddies result in variations in the 
refractive index, which alters the propagation of 
electromagnetic radiation. The intensity fluctuations 
can be measured with scintillometers, which consist of 
a transmitter and a receiver that are separated by path 
lengths that vary between tens of meters and about ten 
kilometers, which provides path-integrated turbulent 

heat and momentum fluxes. Path-averaged values are 
considered a major advantage compared to in-situ data. 
Scintillometer data are also unaltered by mast distortion 
and horizontal misalignment issues, and represent 
averages over short intervals while eddy-covariance 
measurements with sonic anemometers require much 
longer averaging times in the order of tens of minutes. 
The ability to measure fluxes over short averaging 
intervals has important applications such as measuring 
the often non-stationary stable boundary layer [1]. 
However, the computation of turbulent heat and 
momentum fluxes from the intensity fluctuations 
measured by the scintillometer relies on several 
assumptions about optical wave propagation and 
turbulent properties in the atmospheric surface layer 
(ASL), further discussed in the next section. 

2. SCINTILLOMETER  THEORY 
The Scintec SLS20 is a displaced beam scintillometer, 
which means the laser light is split into two parallel 
beams. The intensity fluctuations of each beam are then 
recorded and by analyzing the log-amplitude variations 
of these fluctuations for each beam, B1 and B2, as well 
as their covariance B12 the inner-scale of turbulence l0  
and structure function parameter of the refraction index 
Cn
2  can be calculated.  These three variables depend on 

wave propagation characteristics, the averaging of the 
intensity fluctuations over the detector, and averaging 
along the whole path as well as over the range of 
turbulent length scales in the refractive index spectrum. 
The shape of the refractive index spectrum becomes 
very important, and for accurate predictions of the inner 
scale of turbulence l0  the decay of refractive index 
fluctuations in the dissipation range must be adequately 
described. The Scintec algorithm [2] uses a model for 
this part of the spectrum that is often referred to as the 
Hill bump [3]. However, Hill's expression is still 
limited in accuracy due to the difficulty of measuring 
refractive index spectra in the dissipation range, which 
requires accurate high frequency measurements, and 
inaccuracies in SLS fluxes can often be traced back to 
problems in the calculation of l0 that are related to 
assumptions about the dissipation-range spectrum [1].  
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Once Cn

2  and l0  become available from scintillations 

they can be used to calculate CT
2  and ε . Cn

2   is affected 
by temperature, moisture and pressure, however the 
effects of pressure variations are so small that they can 
be neglected [1]. For scintillometers operating in the 
visible or near-infrared region, like the SCINTEC 
SLS20 model, the effects of moisture variations are also 
negligible and CT

2  can be related to Cn
2  if pressure and 

temperature measurements are available. The 
dissipation rate ε  is computed using the relationship  
 

ε =ν 3
7.4
l0

!

"
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4

,    (1) 

 
whereby the kinematic viscosity of air 𝜈𝜈 can be 
calculated from temperature and pressure 
measurements. 
 
Once CT

2  and 𝜀𝜀 are available, Monin-Obukhov 
Similarity Theory (MOST) can be used to retrieve 
turbulent fluxes of heat and momentum, using 
expressions for the dimensionless dissipation rate 
φε =κzε u*

3 ,  with κ = 0.4,  and structure function 

parameter of temperature φ
CT
2 = z2/3CT

2 θ*
2 , which 

according to MOST are only a function of the 
dimensionless height ζ = z L . The Monin-Obukhov 
length L also depends on the surface layer scales 
friction velocity u*  and friction temperature θ* . The 
following expressions for φε  and φCT2  are used in the 

algorithm for the SCINTEC SLS20 [2, 4]:  
 
for ζ < 0 (unstable):  
 

φε = 1−3ζ[ ]−1 −ζ

φ
CT
2 = 4β1 1− 7ζ + 75ζ

2"# $%
−1/3 ,  

 (2) 
 
for  ζ > 0 (stable) : 

φε = 1+ 4ζ +16ζ
2!" #$
1/2

φ
CT
2 = 4β1 1+ 7ζ + 20ζ

2!" #$
1/3

 ,  (3) 

 
where β1 ≅ 0.86  is the Obukhov-Corrsin constant. 
Solving equations 1 through 3 requires an iteration 
scheme and leads to the calculation of three surface 
layer scales: u* , θ*  and L, which can then be used to 

determine turbulent fluxes of heat HSLS  and momentum 
MSLS  via: 
 

HSLS = −ρcpu*θ*     (4) 
and 

MSLS = −ρu*
2 .    (5) 

 
One important limitation is that stability cannot be 
determined from the SLS data alone. It needs to be 
calculated using a complementary platform, which in 
the case of the current study were data collected with a 
sonic anemometer placed along the scintillometer path. 

3. EXPERIMENTAL SETUP 
Two field campaigns were made in a flat and 
homogeneous environment covered by ten to fifteen-
centimeter tall prairie grasses. The selected site was 
located only 100 meters away from the Norman site 
(35°14’10’’ N, 97°27’47’’ W and 357 mASL) of the 
Oklahoma MESONET (http://www.mesonet.org). The 
placement was ideal for inter-comparisons with some of 
the MESONET data and for testing of MOST 
applicability. One limitation, however, was the 
closeness to the Norman, Oklahoma urban area, which 
justifies the use of the term 'sub-urban' instead of 'rural'. 
The closeness to an urban environment could lead to 
deviations of the MOST functions that are used in the 
scintillometer algorithm.  
 

 
Figure 1. Map of the site were both ILREUM sub-urban 
campaigns were carried out. The Norman MESONET site is 
indicated by a red square, buildings are shown in black and 
paved surfaces in gray. The black arrow illustrates the 
scintillometer path and the colored circles highlight the 
position of the sonic anemometers (more details in the text).  
 
The campaigns were conducted during the summers of 
2007 (22 June - 13 September) and 2008 (22 May - 5 
September). Relatively prolonged campaigns were 
planned to measure under a broad spectrum of flow and 
stability regimes. The Scintec SLS20 scintillometer was 
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operated over a 100-meter-long east-west oriented path 
two meters above ground. Several sonic anemometers 
were operated along the path: In 2007, one RMYoung 
sonic was placed in the center of the path (blue circle in 
Fig. 1); while in 2008 two CSAT-3 and one RMYoung 
were located in the center of the path, with two 
additional CSAT-3 sonics placed along the path (brown 
and yellow circles in Fig. 1). Scintillometer data were 
recorded at 1-min intervals whereas sonic anemometer 
data were recorded at a frequency of 10 Hz. A map and 
aerial photo of the site are presented in Fig. 1; 
photographs of the instruments can be seen in Fig. 2. 
For the current analysis, both the scintillometer and 
sonic data were averaged to hourly values.  
 

 
Figure 2. Photographs showing the scintillometer path (left) 
and sonic anemometers (right) deployed in the center of the 
path. The meteorological tower seen in the background on the 
left photo is the 10-m tower of the Norman Mesonet site   

4. DISCUSSION OF RESULTS 
Figure 3 shows a comparison of the heat and 
momentum fluxes measured in 2007 by the RM Young 
sonic with the corresponding values measured by the 
Scintec SLS 20 scintillometer. The SLS data plotted 
correspond to values computed using the original 
Scintec algorithm [2]. As can be seen in Fig. 3, the 
scintillometer tends to underestimate the turbulent 
fluxes, particularly for larger absolute values, whereby 
the disagreement is more pronounced for the 
momentum fluxes (Fig. 3a) than for the heat fluxes 
(Fig. 3b). Initial tests to modify the expressions (2) and 
(3) for the dimensionless MOST function φε  did not 
result in any significant improvement. This indicates 
that the errors largely stem from errors in the 
calculation of inner scale values l0 from which the 
friction velocity u* is computed using:  

u* =ν
7.44κz
l0
4 ⋅φε ζ( )

"

#
$$

%

&
''

1/3

.   (6) 

Eq. (6), which results from combining Eq. (1) with the 
definition of the dimensionless dissipation rate φε , 
illustrates that small errors in l0 will result in large u*-
errors, especially for small values of l0 [1]. It should be 

noted, that the inner scale l0 is directly proportional to 
the correlation coefficient r12 = B12 B1 ; the exact 
relationship depends however on the expressions for the 
refractive index spectrum in the dissipation range, the 
path length D used in the experiment and the 
displacement distance d between the two laser beams of 
the particular scintillometer used. Hartogensis [1] tested 
the impacts of various spectral relationships and of 
small inaccuracies in the value of d on the accuracy of 
the inner scale values measured with Scintec SLS 20 
scintillometers. He found that the SLS results are very 
sensitive to both parameters. However, finding the 
optimal values for both these parameters is relatively 
difficult and not very practical.  

 
Figure 3. Comparison of momentum (a) and heat (b) fluxes 
for 2007 measured with an RM Young sonic using the eddy-
covariance (EC, x-axis) method and the scintillometer (SLS, 
y-axis) using the original Scintec algorithm. 
 
Thus, it was decided to use a more straightforward 
approach to evaluate the accuracy of the original l0 data 
computed by the Scintec [2] algorithm and related 
improvements in the heat and momentum flux data. 
SLS inner-scale data were compared with l0 values 
computed from the sonic data in two different ways. In 
the first method, l0-values were computed using Eq. (1) 
whereby the dissipation rate ε was determined from the 
sonic spectra in the inertial sub-range. In the second 
method, the inner scale l0 was computed from u* values 
measured by the sonic by solving Eq. (6) for l0, which 
results in: 

l0 = 7.4
ν 3κz
u*
3φε (ζ )

!

"
#

$

%
&

1/4

.   (7) 

Applying the second method is much simpler than the 
first method as it does not require analyzing spectra. It 
relies however on the accuracy of the expressions for 
the MOST function φε . Values for l0 computed from 
the sonic data using both methods, plotted as a function 
of r12, are compared with the original SLS results in 
Fig. (4). For both methods, the Scintec algorithm 
overestimates the l0-values derived from sonic data, 
whereby method 2 (Eq. 7) results in a larger scatter. For 
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both sets of data, second-order polynomial fits (dashed 
lines in Fig. 4) were determined, which were then used 
to re-compute the SLS l0-values from the correlation 
coefficients r12. The expressions for these fits are not 
provided here, as they depend on the path length used 
during the experiment and are thus not applicable to 
other data sets.  

 
Figure 4. Dependence of l0 values on correlation coefficients 
r12. Shown are the original SLS values (solid line) together 
with l0 values computed from the sonic spectra (a) and from 
sonic u* values according to Eq. (7) (b). Polynomial fits 
(dashed lines) of the sonic data are also plotted.   
 
The corrected turbulent fluxes that stem from applying 
the polynomial fits derived using methods 1 and 2 are 
shown in Fig. 5. In can be seen that both methods 
clearly improve the agreement between the turbulent 
fluxes measured by the Scintec SLS 20 and by a sonic 
anemometer. Larger values of the fluxes are still under-
predicted, particularly in the case of the momentum 
flux. However, compared to the original Scintec 
algorithm, the slope of trend lines between SLS and 
sonic fluxes increased roughly by a factor of two for the 
momentum fluxes, and by ~35% for the negative heat 
fluxes after applying corrections to the l0-values 
according to method 1 or 2 (Tab. 1 and 2). The skill of 
method 2, which uses the simpler approach to computes 
the sonic l0-values using Eq. (7), is similar to the one of 
method 1, which relies on spectral analysis to determine 
the inner scale from sonic data. The analysis of the 
2008 data gave very similar results, which could not be 
included here due to page limitations. 

5. SUMMARY 
The comparison of turbulent fluxes measured with a 
Scintec SLS 20 scintillometer and RM Young sonic 
anemometer confirmed previous findings that the SLS 
tends to under-predict turbulent fluxes, particularly the 
momentum fluxes. These errors are caused by 
inaccuracies in the calculation of inner scale values 
from the intensity fluctuations, and cannot be corrected 
by adjusting the expression for dimensionless MOST 
functions φε . Using the sonic data, it was possible to 
correct the l0-values, which overall improved the 

scintillometer skill. These expressions are however not 
universal and would need to be reevaluated for each 
new field campaign. Based on our findings, SLS data 
must be interpreted with caution, and, at this point a 
comparison against sonic data seems very important. 

Table 1: Comparison of trend lines statistics for the 
SLS and sonic momentum fluxes.    

Momentum 
flux 

Intercept Slope 
unstable Stable Unstable stable 

Original SLS  0.04 0.02 0.18 0.32 
Method 1  0.04 0.02 0.34 0.55 
Method 2  0.04 0.01 0.40 0.62 
 

Table 2: Same as Table 1 but for heat flux comparison.    

Heat flux Intercept Slope 
unstable Stable Unstable stable 

Original SLS  10.44 -8.88 0.61 0.40 
Method 1  13.61 -9.66 0.66 0.54 
Method 2  13.60 -8.56 0.66 0.66 
 

 
Figure 5. Same as Fig. 3 but with re-processed SLS data after 
correcting the l0 –values based on sonic measurements using 
the 2 methods described in the text.  
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ABSTRACT

We present a new algorithm for the provision of real time
estimations of turbulent parameters (TKE and EDR) as
we filter the perturbed data of a Doppler lidar. The algo-
rithm uses stochastic models for the atmospheric turbu-
lence and for the remote sensor observation. The results
show that we are able to catch fine and fast structures
in the Boundary Layer. Here we applied our method to
the experimental data of the BLLAST experiment which
used a vertical lidar. We finish by comparing the struc-
ture of the estimated TKE profiles to the TKE profiles of
a Meso-NH simulation.

1. INTRODUCTION

There is presently no proven ground-based instrumental
technique able to measure automatically vertical profiles
of turbulence properties (Turbulent Kinetic Energy, TKE
or Eddy Dissipation Rate, EDR) in the boundary layer.
The best approach consists in using aircraft or tethered
balloons. The use of remote sensors has been considered
for quite some time. Some works have also been done
with Doppler lidars that confirms the great potential of
this type of instrument for the observation of small-scale,
fast evolving, atmospheric flows. They suggest that the
Doppler lidar is a possible and interesting remote sensing
technique for the characterization of turbulence ([1; 2]).

We have been working on the characterization of turbu-
lent media (at the aerological scale) using non-linear fil-
tering technique and stochastic modelling of the turbu-
lence or/and the sensor measurements. These techniques
are based on the particle approximation of the probability
laws conditioned by the actual observation. These laws
make it possible to denoise the observations and retrieve
turbulence parameters. We will present the application
of these works to Doppler lidars. This highlights the real
possibility to retrieve wind, TKE or EDR in the Boundary
Layer probed by this instrument.

We show the ability of our method to learn the vertical
profiles of turbulence parameters from real data. We take
examples during the experiment BLLAST held in June-
July 2011 and we compare our results with slow estima-
tions of EDR or TKE using tethered balloon. We also
show how to compare our estimated profiles to numerical
simulations using the Meso-NH model.

2. LEARNING THE RANDOM MEDIA PARAME-
TERS USING NON-LINEAR FILTERING

Before presenting the technological application, we out-
line the theoretical background with the acquisition pro-
cess of a random field along a random path. A more pre-
cise presentation may be found in [3]

Here we consider a configuration space E ⊂ R
d,

d ∈ N
∗, a metric locally compact space and a phase

space E′ ⊂ R
d′

, d′ ∈ N
∗, a vector space, both endowed

with some σ−algebra, E and E ′. Then for any time
t ∈ [0, T ] where T < ∞ we consider Xt a (E, E)-valued
random variable called the acquisition path and for
any point x ∈ E we consider X ′

t,x a (E′, E ′)-valued
random variable family (random vector field). Then
we define the pair of applications (Xt, X

′

t,x) as the
Acquisition System of the random vector field and we
define for any measurable function F the Acquisition
Process by At

def
= F (X ′

t,Xt
). As an easy example, the

Lagrangian modelling could be seen as the Acquisition
Process of an Eulerian field along the particle trajectories.

For a locally homogeneous medium, given a familly
of balls Bε

t (x) along the random path Xt, we may
compute the expectation E(f(Xt, At) | Xt ∈ Bε

t ). One
may show [3] that there is a Feynman-Kac [4] structure
to this conditional expectation. By this way, we can
propose some algorithm to estimate the probability
laws of this mean-field process with stochastic particle
approximations. This is a two-step scheme. The first one
is the Markovian prediction of the medium evolution.
The second step is a Markovian state selection using a
potential function given by the Acquisition Path. The
selection kernel is composed of an acceptance/rejection
part and a resampling for the rejected states. This update
meets the conditioning of the medium to the Acquisition
trajectory.

Using this background the filtering problem is then an
overlay, the Markovian dynamics being driven by the
Acquisition Process estimation (see [3]). The non-linear
filtering consists in the computation of the probability
laws of an hidden Markov process Xt conditionally to the
observations Y[0,t]. Then the filtering learning retrieves
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the Markov components, including the non-observed
ones. In this manner we realize the learning of the
random medium as well as the filtering of the dynamical
state.

What kind of prediction model should we use for the
acquisition process estimation? If we have local obser-
vations of a random medium, it may be interesting to
use a local model, such as Stochastic Lagrangian Model
(SLM). The numerical domain is covered with a collec-
tion of local models. These models have local or global
interactions. This is often the case when we have sparse
observations. It is more powerfull to have adjusted local
models instead of a global one with a mean adjustement.
We use this type of dynamics in the case of lidar observa-
tions.

3. STOCHASTIC FILTERING FOR VERTICAL
LIDAR OBSERVATIONS

The theoretical background being settled, the adaptation
of the general problem to the lidar observation concerns
mainly the management of a 1D medium observed by
point measurements. In this study the lidar beam is ver-
tical, therefore we use bounded column model splitted
in several segments centered on the lidar measurement
points. Therefore we have regular intervals driven by
the observation with a minimum level and a maximum
level. We use a stochastic particle approximation to feed
a Stochastic Lagrangian Model, a conditionning to the
finite size column and a filtering with respect to the ob-
servations. The SLM for the vertical velocity is derived
from the SLM that we have developed for our pointwise
filtering [3]:

Xi
n+1 = Xi

n +W i
n∆t+ σX∆BX,i

n

W i
n+1 = W i

n +An − C1
εn

kin
[W i

n− < w >]∆t

+C2
θin− < θ >

< θ >
∆t+

√

C0εn∆BW,i
n

where (Xi
n,W

i
n) is the location and the vertical velocity

of any particle i ∈ [1, N ], θin is its associated absolute
temperature and (∆BX,i

n ,∆BW,i
n ) its Brownian pertur-

bation. The Eulerian average < w > (resp. < θ >) is
the expectation E(Wn|Xn = x) (resp. E(θn|Xn = x))
approximated with the particle using a Gaussian inter-
action kernel. This local mean is also used for kin is the
local Turbulent Kinetic Energy. ∆t is the time mesh and
C0, C1 and C2 are fixed constants. For the filtering step,
for each segment the observations select the stochastic
particles keeping alive the most adapted. For this
selection phase, we have chosen to adopt a genetic kernel
in order to minimize the variance errors [4]. At each step
and for each segment, An and εn are learned as the mean
and the quadratic mean of the velocity time increments.
In this model εn is the Eddy Dissipation Rate. In order
to not have to model the temperature θn, we drown out

the whole term
θn− < θ >

< θ >
in a random variable and

we have chosen a truncated normal distribution with a
support [−1, 1] and a standard deviation about 0.01.

In our method we use a stack of SLM and the stochas-
tic particles are free to leave their segment. This may
have (at least) two consequences. We have to deal with
overloaded or underloaded segments. This is particularly
true at the limits of the domain. The outgoing particles
are randomized into the domain using an importance rule
favouring the less loaded segments. The management of
the particle number in the different segments is performed
using min and max bounds around a mean profile deter-
mined at the beginning of the experiment using the atmo-
spheric density. This profile is computed with a rough
estimation of the temperature gradient. It is only used
for the determination of the bound numbers for each seg-
ment. Using the max bounds if a segment overshoots the
particle number, we withdraw particles and randomize
them in other segments according to the importance rule.
Using the same idea, if a segment is starved of particles,
we withdraw some particle to the most filled segments
using the importance rule. These different rules linked to
the particle numbers ensure we have enough particles for
the conditional expectation estimations. But whatever the
precautions, the accuracy of the first and last level are af-
fected by the algorithmic choices and suffer of the lack of
physical sense. We will give some clues in the conclusion
in order to improve this situation.

4. APPLICATION TO THE BLLAST EXPERI-
MENT LIDAR DATA

We present some results using the vertical lidar data
recorded between 12h41 and 14h05 UTC the June
18th, 2011 at Lannemezan, France during the BLLAST
experiment (http://bllast.sedoo.fr/). We
have vertical profiles every 6 seconds with 10 stacked
lidar observations (from 100m to 500m with 50m steps).
They are used as a reference signal or truth for the
mean vertical velocity. We add a numerical noise to get
perturbed observations. Then the challenge to our filter
consists in denoising the perturbed signal to retrieve
the turbulent parameter and a realization of the original
medium. Therefore we can compare the results with the
signal considered as a reference. Obviously the main
advantage of the method, besides the denoising, lies in
the on-line estimation of the turbulence parameters with
our SLM. For each time step, i-e every 6s, we have an
estimation of Eulerian quantities like TKE or EDR.

First we examine time series (figure 1) of the vertical
wind with the three kind of values (reference, perturbed
and filtered) at the altitude of 250m. One can see that the
general shape is well estimated, steep variations are also
retrieved. The original signal and the filtered one are two
realizations of the same random medium if the turbulent
parameters are correctly assessed by the filter. This is
the reason why they do not superimpose exactly. To
extend the analyzes we can examine the Power Spectral
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Figure 1: Detail of the vertical wind reference series at 250m
(black), observations (cyan), filtered signal (red), with their
PSD, sample number as x-axis. Data recorded the June 18th,
2011 every 6s between 12h41 and 14h05 UTC at Lannemezan,
France.
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Figure 2: Time profiles averaged on 60s (10 time step) of fil-
tered wind (above), estimated TKE (middle) and EDR (bottom).
Data recorded the June 18th, 2011 between 12h41 and 14h05
UTC in Lannemezan, France.

Density (PSD) to have a look on the energy properties.
The figure 1 presents the three PSD with the same
colorcode. Clearly the spectrum of the filtered signal is
better than the reference spectrum. The noise has been
really switched off and we see that the lidar spectrum is
perturbed by the spatial average of the instruments.

We may present (figure 2) the results as vertical profiles
with a 1 minute (10 time steps) average, for the filtered
velocities (upper part), the TKE (middle part) and the
EDR (lower part). For the wind profiles, positive val-
ues are in red, negative are in blue. It is difficult to have
an opinion on the behavior of the TKE or EDR with re-
spect to the wind structures. We can notice that the TKE
is more important at the transition between upward and
downward stream.

5. COMPARISONS WITH CLASSICAL METH-
ODS OR MESO-NH MODEL OUTPUTS

5.1. Balloon-borne in-situ measurements

For a first comparison we consider data taken from an
aerodynamic ballon at Lannemezan on 19 June 2010
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Figure 3: Mean profiles of wind variance (left) and TKE (right).
Data recorded the June 19th, 2011 every 6s between 13h26 and
14h49 UTC at Lannemezan, France.

Figure 4: Time profiles produce by a Meso-NH simulation (time
step 60s) of vertical wind (above), TKE (bottom).

between 13h26 and 14h49 UTC in the vicinity of the
lidar location. The sonic anemometer shipped by the
balloon provides 10 Hz relative wind measurements. The
ground speed estimated using the INS/GPS information
is substracted from the relative wind to obtain an absolute
wind. The ballon flew at 60m during the period. Then
using the lidar observation, we compute the filtered wind
and the TKE, the first level at 100m is representative of
the 75-125m segment, and we compare.

The aerodynamical balloon measurements of the wind is
at 0.1s. We subsample the wind at 6s and we compute a
variance about 0.39 m2s−2. We can compute directly the
variance of the filtered lidar signal at 100m and we obtain
0.42 m2s−2. The two values are very close. For the same
period, the average TKE is assessed at 0.25 m2s−2. It
is possible to produce a mean profile of wind variance
with respect to the height and a mean profile of TKE.
The figure 3 shows these profiles which are typical of a
convective boundary layer.

5.2. Meso-NH profiles outputs

We have some difficulties to analyze the figure 2 because
it is too early to assess the structures of the TKE or EDR
in the boundary layer at this rate. In order to evaluate
the realism of the TKE or EDR structures seen by lidar,
we compared lidar profiles to a Meso-NH simulation.
The code is not ready yet for the BLLAST experiment,
therefore we use a numerical experiment of a well-know
and published case [7].

The simulation is a Large-Eddy Simulation realised
with Meso-NH over a domain of 10 × 10 × 5km3
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with a horizontal resolution of 100m. This simulation
represents a clear boundary layer observed over the
Southern Great Plains during one day (June 14th, 2002)
of the IHOP field campaign. It starts at 07h00 LT from
an observed radiosounding profile and uses prescribed
surface fluxes. It has been evaluated with observations
up to 14h00 LT (see [7]). This simulation is run for 14
hours. Profiles have been extracted every 60s from this
simulation and are compared to the observations.

In this comparison, we only examine the general shape
of TKE and the order of the value both for the simulation
and the 18th of June estimation. On the vertical wind,
we have both for the filtered profiles and for the simula-
tion, downward structures. It is consistent with advected
ascending columns or descending areas seen by a verti-
cal profile and the upper part of the advected structure is
first observed. The simulation and the filtered signal have
the same range of values. About the TKE, the structures
are different with greater values in the bottom. While the
simulation of the TKE is smoother, the filtered TKE re-
acts faster and gives profiles with more dynamical small
scales. But is the reality smooth or coarse ? we have no
answer at the moment. However we can remark that the
structures are the same for the simulation and the filter-
ing, with higher values of TKE at the transitions between
upward and downward winds, with the same range of val-
ues.

6. OUTCOMES AND FURTHER DEVELOP-
MENTS

We have presented a new algorithm to estimate the tur-
bulent parameters using lidar measurements. This al-
gorithm is based on non-linear filtering, on a stochas-
tic modeling of the medium and on a stochastic model-
ing of the sensor behavior. Applying our method to real
data demonstrated the capability of the algorithm to es-
timate not only the vertical wind but also turbulent pa-
rameters such as the TKE or the EDR. The comparisons
with pointwise balloon measurements and with a Meso-
NH simulation are qualitatively and quantitatively good.

We have to improve the processing of the first level to
avoid the algorithmic perturbations. A nice idea may be
to use a ground anemometric measurement (for instance
with sonic anemometer) with a particle approximation of
the turbulent parameters. Therefore this ground system
would be considered representative of the 0-75m layer
and used to feed the first layer (75-125m) of the lidar
particle system. It would be better than the current and
purely algorithmic solution.

We intend to complete the measurement system with an
X-band radiometer to provide some temperature vertical
profiles. This slow observation would be helpful in order
to include in the system an equation on temperature that
will guide the vertical motions.

We have develop some mock-up for 3D estimations us-
ing lidars scanning the atmosphere within an hemisphere

([8]). In this work, the vertical interactions have not been
taken into account. With the present studie about verti-
cal lidar, we have developed the algorithmic solutions to
finish the job and have full 3D estimations of wind, TKE
and EDR.

At the same time we have to continue the work of com-
parison with other BLLAST cases and we are waiting
for the Meso-NH simulations for the same experimental
cases. It will end the qualification of our methodology.
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ABSTRACT 
Measuring and foreseeing wind conditions near airports 
are crucial issues for air traffic safety. Since aircraft 
manoeuvrability is the worst during takeoff and landing 
phases, strong air movements near airports such as 
wake vortices can have dramatic consequences on 
aircrafts. Wake vortices are created by all the aircrafts. 
Size and intensity of wake vortices are directly linked 
to the flight speed and also by plane characteristics, 
such as weight and wingspan. Even if strong efforts 
have been done to study and model wake vortices, on-
site measurements remain the best way to detect them 
as they depend a lot on meteorological conditions near 
airports especially wind and turbulence. 

Coherent laser radars or LIDARs can be very useful 
devices for measuring wake vortices on airports. A 
WINDCUBE 200S developed by LEOSPHERE has 
been deployed at Charles De Gaulle airport near Paris 
in the framework of the European project SESAR and 
the subpackage 12.2.2 dedicated to wake vortices 
detection in cooperation with THALES AIR 
SYSTEMS. With specific swept scenarios, the 
WINDCUBE 200S has been able to detect the wake 
vortices of heavy, medium and small aircrafts during 
takeoff and landing. Wake vortices have been 
monitored for a significant period. A dedicated post-
treatment has been developed by the French Aerospace 
Lab ONERA for computing the cores position of wake 
vortices and for calculating theirs circulations. Thanks 
to that post-treatment the evolution of wake vortices 
trajectories and circulations can be determined. Several 
analyses have been achieved in order to determine the 
influence of the wind conditions on the trajectories of 
wake vortices. A variety of trajectories have been put in 
front.   

1. INTRODUCTION 
In the framework of the sub-package 12.2.2 of the 
SESAR European project (Single European Sky ATM 
Research) advanced researches are realized in order to 
determine the best sensors ( or best set of sensors) to 
monitor in real time the wake vortices that are 
generated by aircrafts. Coordinated by THALES AIR 
SYSTEM, the aim of this subpackage is to be able to 
propose a solution based on remote sensors that can 
accurately provide the location and the intensity 
(circulation) of the wake vortices. Thanks to such a 
solution, the air traffic control can be improved in order 

to optimize the separation between two aircrafts while 
ensuring the air traffic safety. Today, the separation 
between two aircrafts is driven by the so called distance 
separation rule. 

For this purpose, a scanning Doppler lidar WINDCUBE 
200S developed by LEOSPHERE has been deployed at 
Charles de Gaulle airport in May 2011 for a first trial. 

In this paper, the WINDCUBE 200S lidar is briefly 
described, as well as the campaign configuration. Then 
some wake vortices detection realized at different 
location are presented. Finally, wake vortices 
trajectories and circulation are computed and analysed. 

2. INSTRUMENTAL SETUP 
Developed in cooperation with the French Aerospace 
Lab (ONERA), the LEOSPHERE wind doppler 
technology is the results of 20 years of research and 
development in the domain of fiber lasers and lidar. A 
research Doppler lidar developed by ONERA has 
already been deployed at Frankfort airport during the 
CREDOS UE project. [1][4]. 

The WINDCUBE 200S is the industrialized lidar 
product that has been transferred from ONERA to 
LEOSPHERE [3]. This lidar has been first developed 
for airport applications like wind shears and wake 
vortices detection. 

In the table below, there are the performances of the 
Windcube200S. 
SPECIFICATIONS PERFORMANCES 

LIDAR WINDCUBE 200S 

Wavelength 1.54µm 

Mini-Max range (aerosols detection) 100m to 6.5km 

Avering time 1’’ to 2’’ 

Range resolution (range gate width) 50m to 200m 

Number of programme gates 58 

Radial Wind Speed accuracy 0.2m/s 

Table 1 : Performances of the Windcube200S 

For monitoring wake vortices with such a system, a 
dedicated software has been developed as well as a 
setting for the lidar in order to adapt the spatial 
resolution and the scanning speed. Wake vortices 
generated by every aircraft look like two counter-
rotating vortices whose intensity and size depend on 
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weight, wingspan and speed of the aircraft. They are 
induced by the air flow around the wing , due to the 
aircraft motion. 

The schematic structure of wake vortices is a solid-
body in rotation around a center called a core. The 
speed of a wake vortex can reach more than 20 m/s and 
the typical size of the cores is roughly of 5 m. 
Monitored by the WINDCUBE 200S, a wake vortex 
consists of two semicircles of positive and negative 
velocities. For instance on the Figure 1, the line of sight 
A will see a negative velocity since the flow is going 
away from the lidar. The line of sight B will see a 
positive velocity since the flow goes to the lidar. 

 

 
Figure 1: Scheme of a wake vortex detection by the WINDCUBE 

200S 

The Figure 2 represents an example of the signal 
measured by the WINDCUBE 200S, i.e. a map of radial 
velocity containing all the lines of sight. For this 
example, the aircraft is a B767 taking off. 

This radial velocity contains both the wind velocity and 
the wake vortices velocity . When no airplane is 
present, the lidar measures directly the wind. In the 
example below, the wind field is almost homogeneous. 
Close to the runway, the lidar measures the velocity of 
the wake vortices with their particular structure. 

 
Figure 2: Radial velocity field obtained after processing 

Note: A cross (x) is representing the left vortex core and the round 
(o) the right one measured by the Lidar. 

Finally, the wake vortices are detected automatically on 
the velocity fields. An advanced algorithm has been 
developed by ONERA in order to implement this 
automatic process and to determine the cores positions 
and the circulation of the vortices. The positions and 
circulation computation is based on Smaliko algorithm 
[2] 

3. MEASUREMENT PROTOCOL DURING 
THE SESAR CAMPAIGN 

The WINDCUBE200S deployed for SESAR’s 
campaign has been placed near the runways at Charles 
de Gaulle airport and below the glide at Villeneuve-
sous Dammartin. 

 
Figure 3 : Measurement protocol near runway at CDG 

 
Figure 4 : Measurement protocol under the glide at Villeneuve 

For all the scenarios, the scanning duration was 4 
seconds to go down, this is the measuring phase and 3 
seconds to go up and process the signals. 

The scanning area was 48° for take-off in CDG, 12° for 
landing in CDG and 48° under the glide. The size of the 
scanning was limited by the software and computing 
capacities in order to keep the real time measurements: 
the scenarios have been adapted to the area of Wake 
Vortex potential location in the different configurations. 

4. RESULTS AND DISCUSSION 
Some examples of Wake Vortices detections for each 
scenario with different aircrafts are presented hereafter. 

4.1.1 Take-Off at CDG 
The wake vortices of small, medium and heavy aircrafts 
have been detected and monitored during about one 

A 

B 
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minute when the lidar was installed near the runways. 
One can notice the turbulent background velocity field 
behind the wake vortices. 

 
Figure 5 – Detection of Wake Vortex the 16/05/11 for a A340 

In this example, the two vortices of the aircraft are 
clearly detected by the lidar. The wake vortices are 
followed up to 1'30" when their structures are no more 
relevant to the presumed wake model. These wake 
vortices are dissipated by the atmospheric turbulence. 

4.1.2 Landing at CDG 
Positioned 700 m away from the runway, the 
WINDCUBE 200S has been able to detect wake 
vortices of landing aircrafts with cross winds. Here, the 
ground effect is predominant but its influence can also 
vary with the wind conditions. When there is cross 
wind, one of the wake vortices is rapidly destroyed 
whereas the second one rebounds and is transported by 
the wind.  

 
Figure 6 – Detection of Wake Vortex the 20/05/11 for a B777 

In this example, the left wake vortex is destroyed after 
1’30’’ but the right one is destroyed in less than 20’’. 

4.1.3 Take-Off at Villeneuve 
The WINDCUBE 200S has also been installed below 
the glide of Charles de Gaulle airport. This 
configuration is much more favourable to detect the 

pair of wake vortices and to follow the vortices during a 
long period. 

 
Figure 7 – Detection of Wake Vortex the 25/05/11 for a B777 

In this example, the wake vortex is destroyed after 
1’30’’. We can see that the wind was low because the 
wake vortex goes down straightly. 

4.1.4 Landing at Villeneuve 
Detection of landing aircrafts in the glide, is the easiest 
configuration because the aircraft crosses the detection 
plane always at  the same location.  

 
Figure 8 – Detection of Wake Vortex the 24/05/11 for A330 

In this example, the wake vortex is destroyed after 1’ 
and it stayed almost at the same altitude. 

4.1.5 Circulation and cores position computations 
The circulations of the pair of wake vortices for several 
aircrafts for landing and take-off configuration have 
been plotted. The circulations of the different classes of 
aircrafts seem to be very close. The dissipation of the 
wake vortices varies a lot from day to day, so with 
weather conditions (wind in particular) and it is not 
monotonous as expected. This can be explained by the 
wind conditions.  The analysis of the complete data 
base  will help to understand the wake vortices 
dynamics and its dependence to weather conditions 
especially for on ground conditions for which very 
recently developed models have to be validated [5]. 
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Figure 9 – Circulation Values for Villeneuve  

Take Off (at the top) and Landing (at the bottom) 

An analysis has also been performed on the positions 
of the vortex cores and their trajectories in the 
scanning plane of the lidar. The trajectories of the 
wake vortex cores are updated every 7 seconds. 

Figure 10 presents the wake vortices trajectories for 
three different landing aircrafts, at Villeneuve, 
measured on the same day. The cores trajectories are 
similar, oriented towards the lidar and fallen down. 
The wind was oriented the 24th of May from the North. 
For the A340 measurement the wind had increased 
during the first three scans dragging the vortex toward 
the lidar more rapidly than for the other 
measurements  

 
Figure 10 – Trajectories in an Y-Z plane of the vortex cores for three 

planes during landing at Villeveuve the 24/05/11. 
NB: (scale is in meters). The lidar position is Y=0 Z=0   

5. CONCLUSION AND PERSPECTIVES 
During this campaign, we’ve demonstrated the capacity 
of a WINDCUBE 200S scanning lidar to detect Wake 
Vortices. From the lightest to the heaviest aircrafts, for 
landing or takeoff, the two wake vortices generated by 
aircrafts have been detected by the algorithm and 
monitored for 1’ to 1’30 by the Lidar with an accuracy 
on velocity about 1 m/s.  

In the future, many improvements are planned so as to 
adapt the scanning angles to flight configuration (take-
off or landing) and to the type of aircrafts. Another 

point is to improve the algorithm in order to increase 
the monitoring duration of wake vortices, and to 
provide reliable and real time information in terms on 
wake vortex position and circulation. Finally, further 
analyses will be very interesting in order to understand 
the influence of the wind direction and speed and eddy 
dissipation rate on wake vortices trajectories, since the 
measurement database that has been created during the 
XP0 campaign of SESAR is huge. 
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ABSTRACT 
Enhancements to signal processing and data collection 
in the dual-polarization WSR-88D to increase its 
sensitivity to observe echoes from clear air are 
described. Applications of the covariance estimators, 
angular and range oversampling, coherent summation, 
and noise despeckling allow measurements of weak 
echoes from Bragg scatterers with equivalent 
reflectivity factors as low as -25 dBZ at distance of 10 
km. This level of sensitivity allows revealing a fine 
structure of refractivity fields in the boundary layer and 
corresponds to a refractive index structure parameter 
Cn2of about 8x10-15 m-2/3, a typical magnitude found in 
maritime air. The features of signal processing to get 
fine radar sensitivity are described. Further increase of 
sensitivity to a level of -35 dBZ at 10 km is discussed.   
 
To distinguish between Bragg scatter in clear air and 
echoes from atmospheric biota, the polarimetric 
spectral processing has been used. The polarimetric 
spectral analysis provides information on convective 
boundary layer depth. This allows monitoring of 
convection in the boundary layer. Different types of 
refractivity fields in the boundary layer are 
demonstrated and discussed. The WSR-88D’s data 
from clear air are compared with data obtained from the 
wind profilers and rawinsondes.  
 

1. INTRODUCTION 
Bragg backscatter from refractive index perturbations 
ΔN(r, t), at scales half the centimetric and metric 
wavelengths of atmospheric radars, return sufficient 
energy to be useful in measuring wind and the 
refractive index structure parameter Cn2 (e.g., [1-3]). 
Cn2 is strongly dependent on turbulent mixing in 
gradients of mean potential refractive index ([3, 4]; 
these gradients are typically strongest at boundaries of 
water vapor layers. For example, large values of Cn2 
typically occur at the top of the CBL (e.g., [5, 6]) where 
there is strong mixing of moist and dry air.  
 
In absence of echoes from atmospheric biota, radar 
wind profilers measure height profiles of Cn2above 
their sites but they do not map the horizontal structure 
of this parameter. If there are many biotic scatterers 

within the resolution volume, profilers cannot 
distinguish Cn2 from reflectivity due to biota. Migrating 
birds and insects cause problems with interpretation of 
radar wind profiler [7] and WSR-88D wind 
measurements [8-10]. However, the scanning 
polarimetric WSR-88D has the capability to distinguish 
echoes from atmospheric biota and Bragg scatterers and 
thus the potential to provide information on the 
temporal and spatial structure of Cn2. Thus one of the 
main goals of our study is to determine the polarimetric 
properties of Bragg scatter associated with refractive 
index perturbations.  

2. RADAR DATA COLLECTION AND SIGNAL 
PROCESSING  

To make quantitative measurements of Cn2, the 
dimensions of the radar resolution volume must be 
smaller than the outer scale of inertial subrange 
turbulence, which is in interval 10-200 m so that the 
short-pulse resolution of 82 m has been chosen to 
collect data. Data presented herein have been collected 
with the S band dual polarization WSR-88D KOUN 
located in Norman, OK. 
 
To enhance detectability of weak echoes and to reduce 
parameter estimate variance at weak signal, the 
following data collection and signal processing 
procedures were implemented on KOUN: 1) Increased 
the dwell time (i.e., 0.1s, yielding 128 samples at the 
pulse repetition frequency of 1280 Hz), 2) Collected 
data at smaller elevation increments (i.e., 0.25o), 3) 
Doubled the range sampling rate, 4) Implemented a 
two-dimensional noise speckle remover to reduce the 
occurrence of false echoes 5) Used covariance products 
to estimate differential reflectivity ZDR and the 
correlation coefficient ρhv, 6) Collected data in vertical 
scans to elevations higher than 20o to better resolve and 
interpret the fine details of reflectivity layers at close 
range, 7) Implemented ground clutter filtering at all 
elevation angles, and, 8) Coherently summed signals 
from the horizontal and vertical channels [11]. 
 
By combining expressions for Z and reflectivity η of 
Bragg, log10 [Cn2 (m-2/3)] can be expressed in terms of Z 
(dBZ)  measured with WSR-88D radars as, 
     log10 [Cn2 (m-2/3)] = 0.1 Z(dBZ) – 11.6.    
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Minimal Cn2
10 at 10 km for KOUN is 3.5x10-15 m-2/3 in 

the short-pulse mode of operations. This level is more 
than two orders of magnitude below the mean Cn2 value 
of 5x10-13 m-2/3 measured with radar and an airborne 
refractometer in maritime boundary layer air over 
Oklahoma [12]. Utilization of the long-pulse radar 
mode with the pulsewidth of 4.5 μs can give additional 
9.5 dB in sensitivity so the minimal detectable 
reflectivity can be of -35 dBZ that correspond to Cn2

10 
of 4x10-16 m-2/3. 
 
Removal of ground clutter. To detection weak scatter,  
we needed to implement a filter that strongly suppresses 
ground clutter. A notch filter centered on zero velocity 
and having a width of 4 m s-1 was applied. To avoid 
inadvertently filtering Bragg backscatter, data were 
collected in azimuth directions where airborne 
scatterers had radial velocities outside the notch. 
Although a 4 m s-1 wide notch should theoretically 
eliminate all ground clutter, spectral leakage, due to the 
large spectral sidelobes of the clutter signal samples, 
can cause clutter power to appear outside the notch as 
residues. For example, effects of such clutter residues 
can be seen in Figs. 1-3 within 4 km at elevation angles 
to 30o, and in the regions below 1 km where large 
negative and positive ZDR values are seen. Nevertheless 
residues of ground clutter do not cause noticeable 
problems with interpreting echoes from clear air as it is 
seen in the figures.  
 
Distinguishing Bragg scatter from clutter due to biota. 
Using polarimetric radar, echoes from atmospheric 
biota can be distinguished from returns from turbulent 
air because biota echoes typically have large positive 
differential reflectivity, ZDR (dB), in contrast to 
reflections from turbulent air where ZDR = 0 dB. Bragg 
scatterers have ZDR and ρhv properties similar to drizzle, 
these properties can then be used to distinguish Bragg 
and biota scatter.  
 
In winter seasons, or for echo layer heights above the 
freezing level, it is assumed biota echoes are absent, 
and thus echoes are likely due to Bragg scatterers. For 
such layers, our observations show mean ρhv is larger 
than 0.98, and comparisons of vertical profiles of 
Cn2from KOUN and those obtained from a 74.3 cm 
wavelength profiler from NOAA’s Profiler Network 
(NPN) show good agreement in altitudes of maximums 
of Cn2 from the profiler and KOUN and reasonable 
agreement in the magnitude of Cn2

 when conditions of 
horizontally homogeneity apply (e.g., Figs 1 a and c). 
This comparison supports the premise that Bragg 
scatter is observed.  
 

In warm seasons, the boundary layer in Oklahoma is 
filled with biota. Sometimes layers of clear air echoes 
are observed above the biota. Using data from wind 
profilers, echoes from these elevated layers can more 
reliably be associated with Bragg scatter. Our analysis 
suggests that to distinguish Bragg backscatter from 
biota clutter, data needed to be acquired from those 
regions of the clear atmosphere that satisfy the 
following conditions: 1) Profiler data reveal peaks in 
the height profile of Cn2 corresponding to peaks seen in 
the vertical cross sections of Cn2 measured with 
KOUN. 2) Skies are cloud-free. 3). Rawinsonde data 
show strong vertical gradients of water vapor/humidity. 
These conditions have been applied to select layers 
where echoes are assumed to be exclusively from Bragg 
scatterers. Under these conditions, the polarimetric 
properties of Bragg scatterers can be determined. 
Condition 1) is the strongest, and if satisfied should 
insure by itself echoes are exclusively from Bragg 
scatterers. In some cases Bragg scatterers are imbedded 
in layers of biota and we apply polarimetric spectral 
analysis to identify regions of Bragg scatter [11]. 
 
Profiler and rawinsonde data. Some data derived from 
KOUN observations have been accompanied with 
profiler data from the NPN site at Purcell, OK located 
29 km SSW from KOUN. In the profiler graphs (e.g., 
Fig. 1c), the signal power P is that measured with the 
vertical beam. ZDR in the elevated layer in Fig. 1(a) is 
close to zero dB thus we conclude there is no 
contamination from biota. For the vertical cross section 
nearest the profile, both the profiler and radar show two 
layers of Cn2 at nearly the same height and with the 
same order of magnitude. These data support the 
hypothesis that KOUN observes Bragg scatterers. 
 

Polarimetric properties of Bragg scatterers. Medium 
differential reflectivities of Bragg scatterers, using 
enhanced data collection and processing procedures on 
KOUN, lie in the interval -0.08 to 0.06 dB . Thus it is 
concluded Bragg scatter at 10-cm wavelengths has ZDR 
≈ 0 dB; this is as expected based on theoretical grounds 
(section 4.1). The distributions of the measured Bragg 
scatter correlation coefficients ρhv have peaks between 
0.998 and 1.0 with a median value of 0.995. Having ρhv so close to 1.000 confirms the good polarimetric quality 
of the WSR-88D’s antenna for polarimetric 
measurements.   

3. TYPES OF RADAR ECHOES 
Three types of radar echoes from clear air are apparent 
from observations with KOUN radar. The first one is in 
a form of a layer (Fig. 1a). Closest in time rawinsonde 
profiles (Fig. 1b) exhibit a strong gradient of relative 
humidity and the wind speed at the height of strong 
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radar echo. The height of maximal reflection obtained 
from the NPN profiler (Fig. 3c) is in an accord with the 
height of maximum reflection obtained from KOUN.  

The second type of radar echo is shown in Fig. 2. It is 
in a form of strong convective plumes above 1 km. The 
temperature profile in Fig. 2(b) exhibits an inversion at 
height slightly above 4 km. There is a very strong layer 
of reflection just above the ground up to height of 1 km.  

In the third type of echo shown in Fig. 3, one can see a 
weakly reflecting layer up to 2 km in which more 
strong layered reflections at height of 1.5 km are seen. 
This stronger layer coincides with the height of strong 
gradient of relative humidity (Fig. 3c) capped with a 
temperature inversion.     

 

 
Fig. 1. Layered echo. (a): log(Cn

2) obtained from radar at 
1627 Z. (b): Rawinsonde profiles of temperature, wind speed 
(W, m s-1), and relative humidity (RH) in % at Norman, OK 
at 12Z 02/19/2008. (c): Profiles of the reflected power (P) 
from the wind profiler and derived log(Cn

2). 

 

 
Fig. 2. Convective echo. Rawinsonde profiles were obtained 
at 0Z 04/08/2008 at Norman, OK. 

   

 
Fig. 3. Layered echo imbedded into a weak and steady 
reflections. Rawinsonde profiles were obtained at 0Z 
03/02/2008 at Norman, OK. 

4. DISCUSSION  
Observations with a dual polarization WSR-88D 
(KOUN) show the capability to measure Cn2 as low as 
3.5x10-15 m-2/3 at a range of 10 km; this is about two 
orders of magnitude below the mean Cn2of 5x10-13 m-2/3 

measured with an airborne refractometer in maritime 
boundary layer air over Oklahoma [12]. Observations 
with KOUN show significant advantage of having a 
scanning capability to map the horizontal extent and 
structure of Cn2. In cases where “clear air” returns to 
KOUN are thought not to have been contaminated with 
airborne biota clutter, a good correspondence was found 
between the properties of echo layers observed with 
KOUN and with longer wavelength wind profilers. 
Thus the NPN profiler and WSR-88D networks have 
the potential to provide, by working in a coordinated 
approach, more reliable meteorological data.  
 
Maximal Cn2measured with KOUN from January to 
April 2008 was 2.5x10-12 m-2/3. This agrees markedly 
well with peak values of 3x10-12 m-2/3 documented in 
[12] with a 10-cm wavelength radar for maritime air 
over Oklahoma.  
 
Medium differential reflectivities of Bragg scatterers, 
are near 0 dB. The correlation coefficients ρhv have  the 
median value of 0.995. These polarimetric properties 
can be used to distinguish Bragg scatter from 
atmospheric biota that has large differential reflectivity 
and ρhv less than 0.95. Layers of Bragg scatterers have 
also been observed within layers of biota. In some such 
cases slightly positive ZDR (0.2 – 0.3 dB) and decreased 
ρhv (as low as 0.977 for the median value) are attributed 
to the presence of biota. In one case a layer of Bragg 
scatter was present at the top of the CBL, with biota 
both below and above. But, as shown [11], polarimetric 
spectral analysis has the potential to better distinguish 
the two types of scatterers, even when both are present 
within the radar’s resolution volume. 
 
Because Bragg scatter ZDR ≈ 0 dB and ρhv ≈ 1, coherent 
summation of signals from the H and V receiver 
channels can add as much as 3 dB to the signal-to-noise 
ratio [11], thus enhancing radar capability to observe 
Bragg scatter. This could enlarge the area of radar 
measurement and/or reduce the standard deviations of 
Cn2 and Doppler velocity estimates.     
 
Results suggest that one potential meteorological 
application of Bragg scatter mapping is monitoring the 
temporal and spatial changes in the depth of the CBL. 
Detection of the CBL top is likely more reliable if the 
upper boundary of CBL is being mixed by strong 
turbulence as is so often the case when daytime surface 
heating creates thermal plumes. Furthermore, results 
show that the NPN wind profiler and WSR-88D 
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weather radar networks have the potential to provide, 
by working in a coordinated approach, a more reliable 
measure of the top of the CBL. However, much more 
routine data collection is needed to establish the 
reliability of this approach throughout the daytime 
portion of the diurnal cycle, during partly cloudy and 
cloudy conditions, during all seasons of the year and 
across a spectrum of different environmental 
conditions.  

Given that the WSR-88D can be used to monitor the 
temporal and spatial changes of water vapor near the 
earth using backscatter from fixed ground objects [13, 
14], additional information on the depth of the CBL 
from a polarimetric WSR-88D  could provide an 
important constraint on the changes in water vapor, 
pollutants and turbulence within the boundary layer. 
This combined information would be valuable to 
forecasters concerned about convection initiation and 
evolution, air quality, hazardous releases and wildfires 
and could be used in the initialization of rapidly-
updating numerical weather prediction models. Current 
model predictions of CBL depth often differ from 
observations by a factor of 2 [15, 16], suggesting that 
estimates of CBL depth would provide new information 
that could be used advantageously in data assimilation 
systems. Convective boundary layer depth observations 
would also allow forecasters to assess the model 
forecasts of CBL depth and alter their expectations of 
moisture depth, convective inhibition and instability, 
thereby improving forecasts of the timing and 
likelihood of storm initiation.   
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SPACE-TIME STRUCTURE OF WEAK FLOWS IN THE LOWER ATMOSPHERIC 
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ABSTRACT
In the calm boundary layer, recent studies have shown 
that near-surface wind variability is large and submeso-
scale motions dominate dispersion and diffusion of 
constituents. Currently, there is insufficient 
understanding of the underlying physics generating 
these motions and of their spatiotemporal scales. 
Several recent studies have reported that Taylor’s 
hypothesis, which states that temporal and spatial scales 
are related by the mean speed of the flow, may apply 
for the intermittent turbulence, but not for the 
governing submeso-scale motions (Mahrt, et al., 2009; 
Thomas, 2011).  

We present a study investigating the space-time 
dynamics of the weak boundary-layer flow in the 
lowest several hundred meters above ground primarily 
for nocturnal conditions. A pair of ground-based 
acoustic sensing systems (SODARs) was used to collect 
height dependent wind speed, direction, and turbulence 
data at fine temporal resolution over several months in 
2010 in the bottom of the Willamette Valley in Oregon. 
The objectives were to describe the bulk statistics of 
motions present in the weak-wind boundary layer, as 
well as to identify possible external forcing 
mechanisms of the submeso-scale motions. Data were 
subject to stochastic analysis using the spectral multi-
resolution decomposition technique yielding statistics 
including two-point correlation coefficients and 
structure functions between the paired stations and 
multiple measurement heights.

1. MOTIVATION
When winds are weak near the surface, the wind
direction variability is large (Fig. 1) and sub-meso scale 
motions dominate dispersion and diffusion of 
constituents. Sub-meso scale motions are defined here 
as flow modes occupying scales just larger than the
turbulence, but smaller than meso-gamma. Currently, 
there is insufficient understanding of their associated 
time and space scales, their generating mechanisms, as 
well as their interactions with turbulence in the surface 
layer. Recent research suggests that Taylor’s 
hypothesis, which states that temporal and spatial scales 
are related by the mean speed of the flow, applies for 
turbulence, but not for sub-meso motions (Mahrt, et al.,
2009; Thomas, 2011). Although always present in the 

atmospheric boundary layer (ABL), these motions 
become only important for momentum and scalar 
transport when the synoptic-scale flow is negligible 
leading to very weak surface flows typically ≤ 2 ms-1.
The objectives of this study are to i) describe the bulk 
statistics of weak flow near the surface as well as the 
vertical extent of weak wind variability, and ii) 
investigate possible external forcing mechanisms 
impacting the near surface flow. 

Figure 1: Circled areas depict the weak winds and high 
directional variability of the near-surface flow. The top 
color bar indicates wind speed in ms-1, the lower wind 
direction in degrees from north. Date: Aug 16-17, 2010.

Figure 2: Map of experimental site and locations of the
stationary and roving Sodar units. Separation distance 
was sequentially increased from 240 to 1740 m.
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2. EXPERIMENT
The experiment was conducted in the flat bottomlands
of the Willamette Valley in the Pacific Northwest in 
Oregon, USA. The site is of moderate surface 
heterogeneity that arises from small patches of crops of 
different heights. In order to obtain information related 
to horizontal scale, observations of Doppler and non-
Doppler quantities were collected using a pair of 
SODARs (Model PCS-2000-24/LP, Metek, Elmshorn, 
Germany) deployed in different spatial configurations. 
One station remained stationary while the roving station
was relocated to a new position every 10 to 14 days 
increasing the separation distance from initially 240 m 
to 1740 m over the course of the experiment (Fig. 2).  
Data were sampled from to 15 to 295 m above ground 
level (agl) averaged over 10 m gates and 2 min 
intervals. The time to complete one sampling sequence
using all 5 virtual antennae of the phased-array was 
approximately 12 s, resulting in about 10 instantaneous
samples to construct the 2 min average. Two sonic 
anemometers (Model USA-FHN, Metek, Elmshorn, 
Germany) at 1.5 and 7 m agl were deployed in close 
proximity to the stationary sodar to supplement the
observations.

3. TIME-SPACE ANALYSIS
Data were sorted into two different velocity classes 
according to the hourly horizontal wind speed, U,
measured with the sonic anemometer at 7 m agl: the 
first class contained periods with weak winds defined as 
U ≤	
 1.5 m s-1, while the second class contained 
stronger flows with U > 1.5 m s-1. This threshold was 
chosen based on comparing the directional shear 
between the two sonic anemometers to the mean speed 
of the flow (not shown here). For U ≤	
 1.5 m s-1, the 
directional shear increased significantly, which 
indicated a dominance of sub-meso motions leading to 
meandering flows with abrupt wind direction changes 
(Anfossi et al., 2005). The total number of data in both 
classes equaled 385 hours collected over several
months. The selected data for each gate and station 
were then decomposed using the Multi-Resolution 
Decomposition (MRD; Howell and Mahrt, 1997), 
which decomposes a signal into a series of unweighted 
averages of dyadic width referred to as MRD modes or 
time scales (2, 4, 8, 16, 32, and 64 min). MRD is an 
orthogonal technique and is equivalent to a HAAR-
basis wavelet transform. The advantage of MRD over 
other spectral techniques such as the Fast Fourier 
Transform is that it obeys Reynolds averaging on all 
scales and is a local transform.

Subsequently, the decomposed data for all MRD modes 
were used to compute correlation statistics using the 
following equations:

Ru =
uik 'ujk '
! ui! ujk=1

N

!
, (1)

!

R =
Ru

2 + Rv
2

2 , (2)

where u and v represent zonal and modal wind speed, i 
and j represent different stations or measurement 
heights, k represents the interval, prime indicates a 
deviation from the mean, sigma is the standard 
deviation, and R is the correlation coefficient.  The 
combined correlation coefficient, R, is divided by the 
squared-root of 2 for normalization purposes.

4. RESULTS

4.1 Statistics between gates for each station
Correlating the data of the lowest gate (15 m) with 
those of higher gates for each station showed that the 
correlation coefficient for motions on short time scales 
decays rapidly with increasing vertical separation 
distance, while the correlation for larger time scales 
decay more gradually (Fig. 3). A strong initial 
decorrelation for motions on time scales ≤ 32 min was
observed for separation distances < 40 m independent 
of the station. The latter finding suggests that sub-meso 
motions are predominantly confined to a thin layer with 
an extent on the order of 50 m. Correlations for data on 
longer time scales > 16 min were greater for the strong 
wind class, which is consistent with the expectation of 
large overturning eddies resulting from the speed shear.
In contrast, correlations of motions on short time scales 
were insensitive to the wind speed class.
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Figure 3: Correlation between winds at the lowest gate
(15 m agl) and higher gates as a function of time scale 
(MRD mode, see Section 3 for details) for the weak 
wind class. Filled and open symbols are for the 
stationary and roving station, respectively. The dashed 
line marks a correlation of 1/e.

4.2 Statistics for gates between stations
Correlating the wind speeds for all gates between 15 
and 155 m between stations averaged over all 
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separation distances yielded that motions on longer 
time scales maintain a significant correlation R > 1/e 
independent of gate height, while those on short time 
scales showed only weak correlations (Fig. 4).
Complementary to the findings in the previous section, 
a decorrelation of wind speeds was observed within the 
lowest 50 m for motions on longer time scales. This 
observations suggests that the local topography and 
moderate surface heterogeneity may become important 
for these weak flows since they may give rise to local 
density currents despite the fact the slopes were very 
gentle. Correlations were generally greater for the 
strong wind speed class as in the previous analysis.
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Figure 4: Correlation between winds at all gates 
between the two stations averaged over all separation 
distances as a function of time scale. Data are shown 
for the stationary sodar and the weak wind class only. 
For orientation purposes, the dashed line marks a 
correlation of 1/e.
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Figure 5: Correlation between winds observed at the 15 
m gate between the two stations as a function of 
horizontal separation distance and time scale. Data are 
shown for the stationary sodar and the weak wind class 
only. For orientation purposes, the dashed line marks a 
correlation of 1/e.

4.3 Sensitivity to separation distance
The height-dependent correlation of wind speeds was 
sensitive to the horizontal separation distance showing 
a decline with increasing horizontal scale for motions 
on time scales ≥ 8 min (Fig. 5). Shorter motions showed
no dependence on station spacing, suggesting that they 
occupy scales smaller than the minimum separation 
distance of 240 m. In contrast, transient motions 
occupying larger spatial scales are expected to maintain 
a high correlation irrespective of their short time scales 
measured by a fixed observer. Higher gates maintained 
a higher correlation compared to lower gates. These 
findings suggest that longer motions occupy larger 
spatial scales and preferentially exist outside of the 
near-surface layer.

5. PRELIMINARY CONCLUSIONS
The following conclusions can be drawn from the bulk 
statistics presented for the analysis of weak flows in the 
lower ABL: 

The spatial and temporal scales of the dominant 
nocturnal motions are generally positively correlated 
for time scales between 2 to 64 min, i.e., longer motions 
occupy larger spatial scales. However, the ratio of space 
to time for these weak wind conditions remains 
uncertain. One obstacle for the determination of this 
relationship is the significant scatter. This large scatter 
is a common feature for calm, nocturnal boundary 
layers that are subject to a variety of forcing
mechanisms, most of which are poorly understood or 
unknown. Future work will need to identify and include 
analysis of different external forcing mechanisms in 
addition to wind velocity classes.

Motions in the layer extending approximately 40 to 50
m vertically from the surface ground showed a high 
degree of variability leading to small correlations. We 
therefore conclude that this is the layer where sub-meso 
motions are most active. Here, the flow may be 
sensitive to even gentle slopes and individual flow 
obstacles such rows of trees etc. These terrain features 
may initiate local, but systematic flow modes including 
cool pools, density currents, and waves that lead to a 
large spatial and temporal variability of the weak 
surface winds.
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ABSTRACT 
A closed iterative algorithm of sodar data processing for 
retrieval of simultaneous vertical profiles of the 
temperature and velocity structure parameters under 
convective conditions is described in the report. The 
algorithm allows the excess turbulent attenuation of a 
sound pulse propagating from the transmitter to the 
sounding volume and back to the receiver to be taken 
into account. The algorithm was used to process data of 
simultaneous sodar measurements of the wind velocity 
vector and backscattered signal power with the Zvuk-2 
three-channel monostatic Doppler sodar. The vertical 
profiles of 2

TC  and 2
VC  were simultaneously obtained, 

and their synchronous and antiphase altitude behavior 
was established. A comparison of the results obtained 
with in situ measurements of the temperature and 
velocity structure parameters using a micropulsation 
sensor demonstrate their good agreement. 

1. INTRODUCTION 

In [1], the vertical velocity and echo intensity 
measurements with a vertically oriented monostatic 
Doppler sodar were used to retrieve simultaneously the 
velocity and temperature structure characteristics 

 2
VC z  and  2

TC z . However, in [2] it was indicated 
that under unstable conditions, sodars underestimated 

 2
TC z  due to the neglect of turbulent attenuation of 

sodar signals. In [3] it was also pointed out that the ratio 
of the average sodar to mast values of 2

TC  changed 
from 0.1 to 10 depending on the atmospheric 
conditions. In [4–6] an iterative closed data processing 
algorithm considering the excess turbulent attenuation 
of an acoustic signal propagating from the transmitter to 
the sounding volume and back to the receiver was 
described that allows  2

TC z  and  2
VC z  to be 

reconstructed simultaneously from the data of acoustic 
sounding with a three-channel monostatic Doppler 
sodar capable of measuring the backscattered signal 
power. In the present paper, this algorithm is used to 
study the simultaneous behavior of the temperature and 
velocity structure characteristics. 

  

2. SODAR-RETRIEVED TEMPERATURE AND 
VELOCITY STRUCTURE CHARACTERISTICS 

The average vertical profiles of the temperature and 
velocity structure characteristics  2

TC z  and 

 2
VC z  were retrieved from simultaneous Doppler 

sodar measurements of vertical profiles of the three 
wind velocity components  ,i jV z  and backscattered 

signal power  jP z  using a closed iterative data 
processing algorithm described in [6]. Here , ,i x y z , 

1, ,j N  is the serial number of measurement run, 
N is the number of runs in a series, and angular brackets 
designate averaging over a series of N measurements. 

The archived data of measurements performed with the 
Zvuk-2 sodar in 1996–1997 were processed.  The 
Zvuk-2 sodar [7] operated at a frequency of 1700 Hz, 
its pulse repetition period was 11.5 s , and its pulse 
duration was 150 ms  . One transceiving antenna of 
the Zvuk-2 sodar was pointed vertically, and two others 
were tilted at angles of 20 to the vertical in two 
mutually orthogonal planes. 

The results of processing of 5 series of sodar 
measurements are presented in this study. The 
corresponding values of the surface temperature Ts, 
relative air humidity us, air pressure ps, and average 
horizontal wind velocity hV  measured with an 
ultrasonic meteorological complex are tabulated in 
Table 1. It should be noted that the average horizontal 
wind speed on September 26, 1996 was too light to 
have a reading.  

Figure 1 shows the first and last iterations of the 
vertical profile of the temperature structure 
characteristic reconstructed from a series of sodar 
measurements on September 26, 1996 from 10:00 to 
10:10, Tomsk local time. Values of the temperature 
structure characteristic were normalized by 

 2 2 2 2/3
1 66 m 1.27 10 K /mT TC z    .  

It can be seen that the contribution of the turbulent 
attenuation becomes significant for 100 mz  . This is 
in agreement with the data of [3]. Good agreement of 
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structure characteristic were normalized by 

 2 2 2 2/3
1 66 m 1.27 10 K /mT TC z    .  

It can be seen that the contribution of the turbulent 
attenuation becomes significant for 100 mz  . This is 
in agreement with the data of [3]. Good agreement of 
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the results can be seen with allowance for the z–4/3 
dependence. A comparison of 10-min average values of 

 2
TC z  and in situ measurements with the ultrasonic 

micropulsation sensor performed in [8] for 3 successive 
series of sodar measurements also confirmed their good 
agreement. 

Table 1. Meteorological parameters measured with the 
ultrasonic meteorological complex at the measurement site. 

Parameter Ts, 
C  

us, 
% 

ps, 
hPa 

h ,V
m/s 

September 26, 1996, 
10:00-10:10 

7.38 86 1013 – 

June 20, 1997, 16:00-
16:10  

19.2 53 988.3 5 

June 25, 1997, 10:00-
10:10 

20.2 64 983.5 4 

July 2, 1997, 10:00-
10:10 

17.5 66 992.2 3 

 

From Fig. 1 it can be seen that the temperature structure 
characteristic first decreases with altitude, following the 
dependence z–4/3 predicted theoretically, up to 

min 250 mz  , and then increases with altitude. During 
our measurements, min 113 250 mz   . Analogous 
altitude dependences were observed by Neff [9] and 
Coulter [10] (2002); from their data, 

min 130 330 mz   . An increase in 2
TC  above the 

minimum was related in [11] with the presence of 
a capping inversion above the mixing layer, and the 
altitude of the minimum was related with the inversion 
altitude. According to Fig. 1, the upper boundary of the 
surface layer for this series of measurements was 
150 m. 

 
Figure 1.The first (the solid curve) and the last (the dashed 
curve) iterations of the profile  2

TC z  above Tomsk 
calculated by the suggested algorithm. The dotted curve 
shows the model 4/3z  dependence, and the asterisk shows 

2
TC  measured independently with the ultrasonic 

micropulsation sensor placed 17 m above the ground. 

Figures 2–3 show 10-min average vertical profiles of 
the three components of the wind velocity vector and 
average wind velocity (a) and temperature (b) and 
velocity structure characteristics (c). Here crosses 
indicate Vx.av(z), squares Vy.av(z), triangles Vz.av(z), and 
the solid curve shows the average wind velocity profile 

 zV .
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Figure 2. Vertical profiles of the three components of the 
wind velocity vector (a) and temperature (b) and velocity 
structure characteristics (c) reconstructed from measurements 
with Zvuk-2 sodar on June 25, 1997 from 10:00 till 10:10, 
Tomsk local time. The asterisks indicate the data of in situ 
measurements of CT

2 and CV
2 with the ultrasonic 

micropulsation sensor placed 17 m above the ground. 
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Figure 3. Vertical profiles of the three components of the 
wind velocity vector (a) and temperature (b) and velocity 
structure characteristics (c) reconstructed from measurements 
with the Zvuk-2 sodar on July 2, 1997 from 9:00 till 9:10, 
Tomsk local time. 

A wind shear region is clearly seen in Fig. 2 (a) 
between 215 and 315 m, in which  zV  increases 
from 5 to 15 m/s at z = 295 m and then subsequently 
decreases to 4 m/s. A broad maximum in the vertical 
profile  2

TC z  in Fig. 2 (b) indicates the presence of an 
elevated temperature inversion. Below the inversion, 

2
TC  follows 4/3z  dependence typical of convection. 

Above the inversion, 2
TC  first sharply decreases and 

then increases again. According to [1, 11, 12], such 
altitude behavior is typical of a capping inversion above 
a convection layer that develops in the morning hours. 
According to [12], max 260 mz   is a sodar estimate of 

the base of inversion with a thickness of 70 m. The 
asterisk here shows the temperature structure 
characteristic measured with the ultrasonic 
mucropulsation sensor placed 17 m above the ground.  

A minimum in the vertical profile  2
TC z is seen at 

min 113 250 mz   . Below minz , 2
TC  decreases with 

altitude. Above minz , it increases with altitude. In 

accordance with [13], such vertical behavior of 2
TC  is 

explained in the context of the convection theory, 
according to which the regions with intense temperature 
pulsations alternate with no-pulsation regions: the first 
are observed inside the plumes and the second are 
related with descending air flows. This results in spatial 
intermittence of the atmospheric turbulence. Petenko et 
al. [14] established that the difference between 2

TC  
inside and outside of the temperature plumes reached 
10–100 times, which also agrees with the data 
presented here.  

Analogous vertical profiles  2
TC z  can be seen in Fig. 

4 (a) which shows simultaneous profiles of the 
temperature (a) and velocity structure parameters (b).  
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Figure 4. Vertical profiles of the temperature (a) and velocity 
structure characteristics (b) reconstructed from measurements 
with the Zvuk-2 sodar on June 20, 1997 from 16:00 till 16:10, 
Tomsk local time. 

Figures 1, 3 (b), and 4 (a) show examples of typical 
sodar-derived altitude profiles of 2

TC  under convective 
conditions with a capping inversion [10] with z–4/3 
power dependence in the convective boundary layer. At 
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the top of the mixing layer, 2
TC  increases due to 

turbulent mixing from thermals within the mixed layer 
that penetrate into the stratified layer above; this 
provides a measure of the mixing height. As can be 
seen from Fig. 1, the height of the capping inversion 
here is 150 m; it is 200 m for Fig. 3 (b) and 220 m for 
Fig. 4 (a), which is in agreement with the data of long-
term sodar measurements in this region [7], according 
to which the mixing layer height is 161.9  62.1 m. 

The profiles  2
VC z  shown in Figs. 2 (c) – 3 (c) and 

4 (b) were calculated for vertical (designated by 2
VzC ) 

or horizontal (designated by 2
VtC ) separation of the 

observation points, respectively. The altitude behavior 
of  2

VtC z  and 2 ( )VzC z  was synchronous. The asterisk 

in Figs. 2 (c) and 4 (b) shows 2
VC  measured with the 

ultrasonic mucropulsation sensor placed 17 m above the 
ground. As can be seen from Figs. 2 (c) – 3 (c), both 

 2
VtC z  and  2

VzC z  increase with altitude. In 

Fig. 4 (b), they follow the 2/3z  model dependence.  

As can be seen from Figs. 4 (a) and (b), on June 20, 
1997,  2

TC z  changes synchronously with altitude with 

 2
VtC z  and  2

VzC z  (except 135 275 mz  , where a 

minimum in  2
TC z  corresponds to maxima in  2

VtC z  

and  2
VzC z ). Synchronous altitude behavior of the 

structure characteristics was also indicated in [4, 14]. 
On June 25, 1997, the antiphase behavior of the 
structure characteristics, noted also in [4, 5], can be 
seen. On July 2, 1997, the altitude behavior of  2

TC z  

anticorrelated with  2
VtC z  and  2

VzC z . Thus, a 

minimum in  2
TC z  at min 240 mz   corresponded to 

maxima in  2
VtC z  and  2

VzC z . 
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ABSTRACT 
The National Center for Atmospheric Research 
(NCAR) Gulfstream V High Spectral Resolution Lidar 
(GVHSRL) is an eye-safe calibrated lidar system that 
can measure the atmospheric backscatter cross section, 
extinction and depolarization out to a maximum range 
of 30 km.  The instrument is capable of operation from 
the NCAR GV aircraft and a customized container on 
the ground.  We will present results from the recent 
airborne deployment in the Tropical Ocean 
tRoposphere Exchange of Reactive halogen species and 
Oxygenated VOC (TORERO) field campaign which 
was conducted over remote ocean regions of the Pacific 
coast of Central and South America.  The lidar 
measurements – obtained from aircraft altitudes ranging 
from 0.3 to 15.5 km were collected over a wide range 
of atmospheric conditions and include cases of:  marine 
boundary layer, cirrus outflow, mid-tropospheric 
pollution and stratospheric haze.  Additionally, ground-
based results from Boulder, CO, will be presented.  
Vertical pointing data – processed with a particle 
identification algorithm under development – will be 
shown, along with preliminary results from the 
modified lidar system to identify and characterize 
oriented scatters (ice crystals). 

1. INTRODUCTION 
NCARs GVHSRL is an eye-safe lidar system built by 
the University of Wisconsin’s Space Sciences 
Engineering Center lidar group led by Dr. Edwin 
Eloranta.  The principals of high spectral resolution 
lidar are described by Eloranta in [1]. Shipley [2] and 
Sroga[3] describe an early HSRL system.  The 
evolution of the current system is described by 
Razenkov [4; 5].  Figure 1 is a simplified block diagram 
of the transmitter, receiver and wavelength control 
systems.  There are two key features in the design of 
GVHSRL that lead to an eye safe beam at the exit of 
the transmit/receive telescope.  The first is that the 
transmit laser is a high pulse rate - 4000 Hz - micro-
pulse laser and the second is the expansion of the laser 
beam to the full 40 cm aperture of the telescope.  These 
two design features are the major reason that the laser 
energy density meets the eye safety criteria of the 
American National Standards Institute (ANSI) and 
NCAR has received a Letter of Determination (LOD) 

from the Federal Aviation Administration that allows 
zenith pointing unattended operation from NCARs 
Foothills location day and night. There are two other 
airborne HSRLs, the NASA system is described in Hair 
[6] and the German DLR system is described in 
Esselborn [7]. 

 
Figure 1. Simplified block diagram of GVHSRL. 

The use of a single transmit/receive telescope gives 
both the same field-of-view (FOV) and makes the lidar 
less sensitive to misalignment than lidar systems that 
steer the transmit beam into the receiver FOV.  These 
design features allow the telescope to be rotated 
between zenith and nadir pointing in few seconds 
during flight.  A safety interlock insures that the 
outgoing laser shutter is open only when the telescope 
is locked in either the nadir or zenith position. 

GVHSRL uses the method described by Piironen [8] 
and Eloranta [9] that uses an iodine absorption line to 
separate the aerosol return signal from the molecular 
return signal.  Laser light that has undergone Brillouin 
scattering in a single mode fiber is used in the 
wavelength control subsystem.  The light is wavelength 
shifted from the 1109 iodine line to the side of the 1105 
line.  The wavelength shifted signal is split into two 
beams with one beam going through an iodine cell 
before hitting a detector and the other passing directly 
to a detector.  The ratio of these two signals is used in a 
feedback control circuit to keep the laser locked to the 
center of the 1109 line. 
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2. GROUND BASED MEASUREMENTS 
The lidar has been operated from NCARs Foothills 
campus in Boulder, CO since September 1, 2010. On 
September 6 a wildfire broke out in the Four Mile 
Canyon just west of Boulder and burned out of control 
for several days.  Smoke from the fire drifted over the 
GVHSRL between 17:00-23:45 UT.  The top image in 
Figure 2 is the atmospheric backscatter cross section 
signal above the lidar.  No smoke is present in the 
return signal at the start and end of the time period 
displayed.  The lidar is able to see the boundary layer 
aerosols that extend to about 2 km.  In the 2 km to 10 
km altitude above the lidar the backscatter cross section 
is one to two orders of magnitude smaller with weak 
aerosol layers.  The smoke from the fire is quite evident 
with backscatter cross sections one or two orders of 
magnitude stronger than that of the urban aerosol layer.  
 

 
Figure 2. Backscatter cross section (top), circular 
depolarization ratio (middle) and extinction cross section 
(bottom) from the ground-based GVHSRL as smoke from 
the September 6, 2010, Four Mile Canyon fire was advected 
over the lidar. 

The middle image is the depolarized return signal for 
the same time period.  The optical properties of the 
Four Mile Canyon fire smoke are quite different than 

that of the boundary layer and higher tropospheric 
aerosols.  The boundary layer aerosols have a much 
higher depolarization than that of the smoke.  There are 
several possible reasons for this.  The first is that the 
high winds responsible for the rapid spread of the 
wildfire were also responsible for elevated  levels of 
large irregular dust particles which are depolarizing.  
The authors speculate that the smoke consisted of small 
hygroscopic particles which are round and do not 
depolarize the return signal.  The bottom figure of  
extinction cross section also points out another 
significant difference between the smoke and other 
aerosols.  The smoke had an extinction cross sectin two 
orders of magnitude stronger than the near surface 
aerosol seen before and after the smoke was over the 
lidar. 

3. AIRBORNE DATA - TORERO 
The TORERO field program was conducted from two 
locations:  Anafagasta, Chile from January 19-29 and 
San Jose, Costa Rica from January 29 to February 26, 
2012.  Seventeen research flights were flown over 
remote regions of the Pacific Ocean.  Figure 3 shows 
seven flight plans from TORERO.  The altitudes flown 
varied widely from 100 m to over 15 km.  On several 
flights the GV would rendezvous with the Japanese 
Research Vessel Hakuho Maru or the NOAA Research 
Vessel  Ka’imimoana that was servicing buoys along 
the 95 W longitude. 

The TORERO data in Figure 4 were taken off the coast 
of Chile on February 12 during a typical flight 
sounding.  The lidar was used to determine atmospheric 
layers of interest and the PI then directed the GV to fly 
into them for in situ measurements.  The GV is 
descending to an altitude of 300m for boundary layer 
sampling leg and then climbs to an altitude of over 10 
km.  This figure is an example of a typical TORERO 
flight profile.  The calibrated backscatter cross section 
is available in real-time as are all GVHSRL data 
products.  The color bar scale is logarithmic with the 
number being the exponent.  As the GV changes 
altitude the retrieved cross section of the elevated 
aerosol layers and the marine boundary layer does not 
change.  The orientation of the GVHSRL - nadir or 
zenith - does not alter the retrieved backscatter cross 
section.  Any FOV or gain differences between the four 
receivers have been well characterized and removed 
during data processing. 
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Figure 3. Seven representative flight plans from TORERO.  
All the research flights were flown out of Anafagasta, Chile 
or San Jose, Costa Rica over remote regions of the eastern 
Pacific Ocean. 

 

 
Figure 4. Backscatter cross section image taken on 12 
February 2012 as the aircraft was profiling the atmosphere 
and the lidar was being switched between zenith and nadir 
pointing. 

Figure 5 is an extinction profile from a 10-minute 
segment of data from 16:20 to 16:40 shown in Figure 4.  
The vertical resolution of extinction profile is 300m.  
The Rayleigh extinction cross section is shown by the 
black line near 10-5 m-1. 

 
Figure 5. Extinction cross section profile using data from the 
10-minute segment of data from 16:20 to 16:30.  The aircraft 
was climbing from 8 to over 10 km. 

4. PARTICLE IDENTIFICATION AND 
FUTURE PLANS 

Shupe [10] describes a method for delineating regions 
of  cloud liquid, ice and  aerosol using backscatter and 
depolarization ratio. It uses thresholds, or hard 
boundaries, to identify particle classes. The use of hard 
boundaries can lead to misclassification because there 
is a fair amount of overlap between observables for 
various particle  types. Boundaries between most of the 
observables are “fuzzy” as there is a smooth transition 
from one article type to the next as demonstrated by 
Vivekanandan [11]. In a fuzzy logic scheme 
measurement membership functions are used to define 
boundaries between various particle types.  Values of 
backscatter and depolarization ratio are passed to 
membership functions to determine the degree to which 
each observation belongs to a particular particle type. 
Hard boundaries between various particle types were 
“fuzzified” for classifying particles. Preliminary results 
based on the above described classification scheme are 
shown in Figure 6. 

A rotating half wave plate has been added to the 
GVHSRL receiver to add the capability of detecting 
oriented scatterers (ice crystals). 
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Figure 6. Particle ID from 18 July 2010 Boulder CO. 

5. CONCLUSION 
The GVHSRL has been demonstrated to collect 
calibrated boundary layer aerosol data from the ground 
and the GV aircraft.  GVHSRL is available to 
researchers through the NSF Lower Atmospheric 
Observing Facilities  [12]. 
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ABSTRACT

The three-axes Doppler sodar Latan-3 was operated at
the Finnish Antarctic station Aboa (73◦03’S, 13◦25’W)
in summer 2010-2011. The measuring site is located at
practically flat slightly sloped (about 0.5 deg.) surface of
the glacier about 10 km away from the station. The sodar
was operated in multiple frequency parallel mode with
20-800 meters sounding range, 20 m vertical and 10 s
temporal resolution. To reveal the wind and temperature
profiles below the sounding range as well as turbulent
fluxes at 2 and 10 meters, the data of 10-m meteorologi-
cal mast were used.

During the measurements the atmospheric boundary
layer was most of the time within the sounding range of
the sodar. A large variety of katabatic wind speed pro-
files has been observed. The thickness of the katabatic
flow varied from few tens to several hundreds of meters,
the wind speed maximum could be as low as 5 meters.
Such situations pose a major challenge for meteorologi-
cal models, since the surface layer in these cases appears
just within the lowest meters.

1 INTRODUCTION

Katabatic winds are air flows that occur above a cold
sloped surface. They are driven by gravity that causes
colder and more dense airmasses to move downhill. As
velocity increases, the Coriolis force decline the flow
from the downhill direction. After Vihma et al. [6] we
define the katabatic wind as a downslope wind initially
generated by surface cooling.

The katabatic winds occur near a surface in the stably
stratified atmospheric boundary layer (ABL) and have a
maxima in a range from few meters Barry [2] to few hun-
dreds meters [1]. This makes a sodar a convenient tool
to observe them.

Below we show a few examples of katabatic flows ob-
served with a sodar near the Finnish Antarctic station
Aboa during the summer campaign in December 2010 –
January 2011.

2 MEASURING SITE AND EQUIPMENT

The station Aboa is located at Basen nunatak in west
Dronning Maud Land (Fig. 1). The measurements were
carried out at practically flat snow surface about 10 km

Figure 1: The location of the Basen nunatak

south-east of the station (73.106095 S, 13.170151 W).
The inclination of the surface around the measuring site
is about 10 m/km. The surface is practically homoge-
neous for more than hundred kilometers in the south-
eastern sector of the measuring site thus the katabatic
flows (mostly Eastern), thus,can be considered undis-
turbed. The measuring site was equipped with sodar,
meteorological mast, snow-temperature profiling system
and tethered balloon system. Also various snow mea-
surements were carried out. Only the data of the sodar
and of the meteorological mast are used for this study.

2.1 MAST

A 10-m meteorological mast was erected at the mea-
suring site to provide the measurements in a surface
layer. The mast was equipped with Campbell 107-type
temperature probes at 5 levels (0.5, 1.2, 2.4, 4.7, and
10 m), 2D Gill WindSonic anemometers at same 5 lev-
els, Kipp&Zonnen CNR4 radiation budget probe at 2 m,
Väisälä HMP45AC temperature and humidity probe at
2 m and two Campbell CSAT3 3D sonic anemometers at
2 and 10 m.

The data of temperature, humidity and radiation sen-
sors were acquired, preprocessed and stored by means
of Campbell CR3000 data logger with 10-minute aver-
aging time. The raw data from anemometers were ac-
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Figure 2: The sodar antennas in a shield

quired by the sodar computer and processed off-line. 2D
anemometers were sampled at 4 Hz and 3D anemometers
at 20 Hz.

2.2 SODAR

We used the 3-component Doppler sodar LATAN-3m
developed at the Obukhov Institute of Atmospheric
Physics, Moscow [3]. The sodar was operated nearly
continuously from 17.12.2010 to 22.01.2011. During the
operation time, the most of the data losses occurred due
to strong winds causing noise and due to power failures.
No major problems caused by sound attenuation, expe-
rienced with a single-antenna version of LATAN-3m in
Antarctica earlier [4], were found due to lower frequen-
cies used and higher humidity.

The sodar was operated with 120 cm dish antennae
at sounding frequencies 1600-2200 Hz. The operating
mode with frequency-coded sounding pulse [5], and the
parallel operation of the antennae was used to achieve
high temporal resolution. The different frequency cod-
ings were used for the antennas to avoid crosstalk, each
antenna used an individual set of 6 frequencies emit-
ted as a series of 100-ms pulses, which resulted in 20-
m vertical resolution. Tree antennae were mounted on
wooden stands drilled into the hard snow surface, one
vertically-pointing and three inclined to 30o off-zenith
with azimuths 190o and 275o. The sounding interval was
set to 10 s, and sounding range was set to 20–800 m.
The acoustic shields, needed to suppress the side lobes
of the antennae and protect them from the wind, were
constructed from snow blocks (Fig. 2).

In Latan-3 sodars the echo-signal from each sounding
is processed separately and the information of signal and
noise intensities, and on along-beam velocity component
is stored for each range gate. During the campaign the
raw echo-signals were stored as well for further repro-

Figure 3: The sodar echogram and corresponding ver-
tical profiles of wind speed (lines) and direction (dots)
obtained 09.01.2011, 00-06 UTC. The wind speed pro-
files are shown in m/s. Y axis shows height above the
surface in meters, the echo-intensity is given in dB

cessing, should it be necessary.

3 RESULTS

During the measurements, the net radiation flux un-
der clear sky had very clear diurnal cycle from about -
60 W/m2 during night time to +200 W/m2 during the day
time. The steady katabatic flows were observed prac-
tically every cloudless night and lasted typically form
about 10 pm till 10 am UTC. This, the appearance of
katabatic flow had about 5 hours of hysteresis with re-
spect to the radiative forcing.

The thickness of the katabatic flows varied from 5 to
100–200 meters above the surface. In most cases the
katabatic flows were interacting with synoptic-scale phe-
nomena producing rather complex and variable structure
of the ABL (Fig. 3). The majority of wind profiles as
well as the sodar echogram patterns observed during the
campaign could hardly be classified into small number
of types.

Below we consider two of few clear cases of katabatic
flows on 15.01 and 16.01 2011, observed at practically
same synoptic situation, but with different core heights
and speeds.

When the katabatic layer is deep enough, the char-
acteristic wind profile is clearly seen in the sodar data
(Fig. 4). The wind speed is high near the ground and
then gradually decreases to nearly zero above the flow
core. The turbulent mixing occurs both below and above
the wind speed maximum resulting in a strong return sig-
nal, which decreases as well. The clear directional shear
is seen above the core.

The lower part of the flow is seen in the data of the
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Figure 4: Same as in Fig. 3, but for 15.01.2011

 4

 5

 6

 7

 8

 9

00:00 03:00 06:00

V
 (

m
/s

),
 P

C

Time series AWS5 non-flux data, Aboa, 15/01/2011

10m
4.7m
2.4m
1.2m
0.5m

10m - CSAT
2m - CSAT

 0

 90

 180

00:00 03:00 06:00

D
ir
 (

d
e
g
),

 P
C

-8.5

-8

-7.5

-7

-6.5

-6

00:00 03:00 06:00

T
 (

o
C

)

-30

-25

-20

-15

-10

-5

 0

00:00 03:00 06:00

S
e
n
s
. 
h
e
a
t,
 W

/m
2

-90
-80
-70
-60
-50
-40
-30
-20
-10

 0

00:00 03:00 06:00

M
o
m

 f
lu

x
, 
m

N
/m

2

Time UTC

Figure 5: The time series of the data from the mete-
orological mast. 15.01.2011, The data of the CSAT3
anemometers are shown with bold lines

Figure 6: Same as in Fig. 4, but for 16.01.2011
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anemometers (Fig. 5). The wind speed increases within
the mast range. The directional shear is small. The tem-
perature gradient is nearly linear within the tower range
and is about 0.1 K/m. The sensible heat flux is practi-
cally same at 2 and 10 m, whereas the momentum flux
differs rather strongly.

In the second selected case the katabatic layer was
very shallow, well below the sodar range, however the
wind shear and vertical diffusion are still enough to pro-
duce the sodar echo up to few hundred meters (Fig. 6).
The maximum of the wind speed (∼3 m/s) was observed
around 5-m height (Fig. 7). Such situations were char-
acterised by very strong temperature gradients near the
surface, but with much weaker sensible heat flux than in
former case. The sensible heat flux practically vanishes
already at 10 m. The directional shear is significant. The
upward momentum flux is clearly seen above the jet core.

4 CONCLUSION

The ABL over slightly inclined snow-covered surface
near Finnish antarctic station Aboa has been observed
by means of a sodar and a meteorological mast during
1.5 months in austral summer 2010-2011. Despite the
complex structure of the ABL during the field campaign,
few clear cases of katabatic winds were identified. The
same radiative cooling might result in different thickness
of katabatic flow. Thinner katabatic flows have lower
wind speed and weaker near-surface mixing, which re-
sults in stronger near-surface temperature gradients, but
smaller heat fluxes. The collected dataset can be used
for development and verification of simple models and
parameterisations of the stable ABL.
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ABSTRACT 
An experiment was carried out during July 2009 to add 
new data on the vertical structure of the coastal flow at 
the coastal discontinuity. The coastal site is located 
600m from the west coast of the Italian Region Calabria 
in the central Mediterranean. Here, we present the study 
of the vertical wind profile evolution in different 
weather regimes. A lidar Doppler, WLS7-0012-
LEOSPHERE, was used to obtain time series of vertical 
profiles of wind speed and direction; the height of the 
Planetary Boundary Layer (PBL) was retrieved from a 
Vaisala CL30 ceilometer. The reflectivity of a sodar 
DSDPA90-24-METEK complemented the information 
from the lidar and characterizing the vertical thermal 
structures of the PBL. A surface standard 
meteorological station provided measurement of wind 
speed and direction, temperature, relative humidity, and 
solar radiation. An ultrasonic anemometer provided 
turbulent fluxes for estimating atmospheric stability. 
During summer, the site is characterized by both main 
synoptic flow and sea-land breeze system oriented 
along west-east. Sea breeze always develops due to the 
solar heating modulating the synoptic wind with its 
daily cycle. The sodar reflectivity before sunrise and 
after sunset helped in classifying the weather regimes in 
sea-land breeze, synoptic flow and a combination of the 
two. During the night, weak low level jets develop and 
the wind profile shows a daily variation.  During 
synoptic flow, stability is near neutral and the wind 
vertical profile does not show a change in shape all day 
long. The most interesting surface turbulent features are 
detected during transition periods or during night and 
classified using the  lidar, ceilometer and sodar signals.  

1. INTRODUCTION 
New ground-based remote sensing devices based on 
optical (lidars) and acustic (sodars) technology have 
been shown to be of use to study the vertical structure 
of the atmospheric boundary layer on land and offshore. 
Coastal areas, as where our site is located, (Figure 1) 
are particularly challenging environments due to the 
sharp discontinuity in the surface properties that 
demands high resolution models to resolve flows 
induced by the coastal discontinuity.  

Doppler lidars as well as sodars are able to retrieve the 
vertical profiles of wind speed and direction based on 
different principles but can also provide complementary 
information because Doppler lidars are based on the 
backscatter by the aerosol content in the atmosphere 
and sodars are based on the backscatter due to dis-
homogeneity of the atmospheric thermal structure.  

However, in a preliminary analysis of the experiment, 
(Wagner et al.[1] and Lo Feudo et al. [2]) wind speed 
and directions from a lidar Doppler, WLS7-0012-
LEOSPHERE and a sodar DSDPA90-24-METEK were 
compared and we found much spreading between the 
two instruments at the different levels.   

Therefore, we choose to use the reflectivity of the sodar 
to complement the information from the Doppler lidar 
characterizing the vertical thermal structures of the PBL 
(Neff et al [3]). A surface meteorological station with 
standard and turbulent parameters provided the 
information on the surface atmospheric stability 
conditions. 

Following, we present some cases of the evolution of 
the daily cycle of the vertical wind profile in different 
weather regimes. 

2. EXPERIMENTAL SET-UP 
An experimental summer campaign was organized in 
collaboration with the Wind Energy Department of the 
Technical University of Denmark (DTU) (former Risoe 
National Laboratory) from July 12 to August 5th 2009.  
The purpose of the experiment was to add new data on 
the vertical structure of the coastal flow at the coastal 
discontinuity in areas where atmospheric stability and 
sea breeze play a crucial role, in contrast to the sites 
available in Denmark. 

The site proposed for the experiment is located in a 
coastal experimental research center were CNR - ISAC 
personnel operates a research coastal center in synergy 
with CRATI srl, an Italian SME working in 
meteorology applied to environmental and energy field.  
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Figure 1. Calabria region in the central Mediterranean. Left: 
topography (m, gray shading) with topographical features 
cited into the text. The black dot shows the location of the 
experimental field. 

 

The site is uniquely located at 600 m from the coastline 
with almost unobstructed onshore flow.  

A combination of remote sensing devices based on 
different working principles were located at the site: a 
Lidar Ceilometer (CL31 VAISALA), a Pulse Doppler 
Lidar (Windcube WLS7-0012- LEOSPHERE) and a 
mini-sodar  (DSDPA.90-24 METEK).  

A standard meteorological station provided 
measurement of wind speed (U) and direction (DIR), 
temperature (T)  at 10m a.g.l.,   relative humidity (RH), 
and solar radiation (R) at the surface. An ultrasonic Gill 
R3 anemometer provided turbulent fluxes for 
estimating atmospheric stability. Temperature 
differences between 2m and 5m (∆T5_2 )  and between 
5m and 10m (∆T10_5) where measured by two Risoe 
inhouse devices to monitor the temperature structure in 
the lowest part of the surface layer.  

The sodar and the meteorological station operated 
routinely. The ceilometer and the pulse Doppler Lidar 
were set up for the campaign period. 

The Windcube, is a Doppler Lidar with a fixed focus, 
operating at the 1.5 µm wavelength. It has a 30° prism 
to deflect the beam from the vertical but here the prism 
does not rotate continuously. Instead, the prism holds 
still whilst the lidar sends a stream of pulses (5000-
10000) in a given direction, recording the backscatter in 
a number of range gates (fixed time delays) triggered 
by the end of each pulse. After sending the required 
number of pulses, the prism rotates 90 degrees to the 
next azimuth angle to be scanned. A full rotation takes 
about 6s. 

At each direction step, the Windcube combines the four 
most recent radial speeds at each height in order to 

obtain the horizontal and vertical speed and wind 
direction. 

The sodar is a sounder for vertical profiles of wind and 
atmospheric turbulence and operates ranging from 45m 
to 405 m height with a working frequency at 1280 Hz. 
Data are retrieved averaging every 10 minutes. 

Figure 2 shows the time series of  DIR, U, T, the virtual 
heat flux <w’T’>, and the Monin Obukhov stability 
parameter z/L, where L is the Obukhov length and z is 
the height a.g.l.. Data are collected by the surface 
meteorological station at the height of 10m and for the 
whole period of the experiment.  

We note periods characterized by 1) well developed 
sea-breeze regimes with wind direction along west-east. 
2) un-complete sea-breeze i.e. where wind direction 
during night comes from South and 3) synoptic wind 
from west. During summer, the synoptic wind is 
modulated by the breeze: an example is shown in 
Figure 3.  

Figure 3 shows an example of vertical wind profiles of 
wind speed and directions in case of synoptic flows 
followed by one and a half day of un-complete sea 
breeze.  

Figure 4 shows vertical profiles of wind speed and 
direction for three days 28-29-30 July 2009 of 
consecutive breeze regime. Note the de-coupling of the 
wind profile during night at a height of 100m where 
wind speed decreases seen also in Figure 5.  

Figure 5 shows wind speed vertical profiles and time 
series of T from the sonic anemometer for 7 half an 
hours from 01:00 LT to 07:00 LT on 16 July 2009. 
Sodar reflectivity is shown for the whole day. Note the 
structure of the temperature signal and the wind profile 
following the change in stability during the night. Also, 
from 5:30 am LT to 7 am LT, thermal plumes develop 
and the temperature rises from 21oC to 23oC. At 7 am 
LT, thermals are fully developed and convection starts. 
The development of the thermal structure throughout 
the day can be followed by the sodar reflectivity signal. 

3. FINAL REMARKS  

We have presented examples of the development of the 
wind profile at a coastal site in different meteorological 
situations using ground-based remote sensing and 
surface measurements collected during an experiment 
carried out in July/August 2009.  
From previous study (Lo Feudo et al 2010 [2] we have 
seen that during consecutive days with a stationary sea-
land breeze regime, after the onset of the sea breeze at 
the Windcube’s maximum obtainable measuring height 
is often limited to 180 m. However, as the sea breeze 
intensity increases and become stationary around 14:00 
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UTC, the maximum height reached by the Windcube 
increases. The ceilometer signal shows a decrease of  

 

Figure 2. From top to bottom, time series of 15 minute 
average of mean kinematic virtual heat flux w’T’, Monin 
Obukov stability parameter z/L,  wind direction DIR, wind 
speed U and air temperature T. Note that positive values 
indicate downward heat flux. The orange box indicates 
three days of continuous synoptic flows. Note the 
modulation of the wind speed by the sea/-land breeze. 

 

 

 

Figure 3. Vertical profiles of wind speed and direction for 
the four and a half days from 12:00 am of 18 July 2009: 
three of synoptic flow (orange box in Figure 2) and one and 
a half day with half sea breeze regime.  

 

 

Figure 4. Vertical profiles of wind speed and direction for 
three days 28-29-30 July 2009 of consecutive breeze 
regime. Note that a weak low level jet like structure 
develops during night at a height around 100m where wind 
direction changes and wind speed decreases. (See also 
Figure 5)  

 

 the height of the discontinuity in aerosol concentration 
before and an increase after. We suppose that the sea 
breeze advection of marine aerosols, confirmed also by 
the ceilometer signal, is the cause of the LIDAR low 
signal-to-noise ratio at high levels. 

During night time, the surface layer is stable and the 
land breeze is light, often contrasted by the synoptic 
westerly flow conditions. Night time in breeze 
conditions is characterized by stable stability and low 
level jets and a change in wind direction develop at a 
height of around 100m. 
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ABSTRACT
Three years of sodar (SCINTEC MFAS) data at 
Ahtopol meteorological observatory (Bulgarian Black 
Sea coast) allowed climatological analysis of the wind 
profile under different conditions: breeze circulation 
(sharp onset of the sea breeze after nocturnal land 
breeze), combination of local and synoptic forcing 
(gradual onset in wind speed and wind direction for the 
sea breeze) and no sea breeze (at synoptic flow from the 
sea and flow the land). The novel results are possible 
for first time in Bulgaria, as the meteorological service 
and the country as whole have no network of remote 
sensing instruments. 

For use in atmospheric composition studies, the height 
of the internal boundary layer is estimated based on 
turbulence eddy correlation measurements at 500 m 
inland from the coast and is compared to the internal 
boundary layer estimated from the sodar wind profile 
under sea breeze conditions. 

The sodar and turbulence observation programmes start 
a climatological record for the structure of the boundary 
layer at the Bulgarian Black Sea coast. The monitoring 
will develop further to cover temperature and humidity 
profiles, ozone and aerosol concentrations, etc. The 
location is for the moment as a regional background air 
pollution station. Although in Bulgaria the surroundings 
are Natural park area, future industrial development are 
possible there and also in the neighbouring country.

1. INTRODUCTION
During the last two decades of XX century, a number of 
experimental campaigns were carried out worldwide 
using Doppler wind radars, lidars, sodars, instrumented 
tall masts, mesoscale networks of ground and 
aerological stations as described in papers [1 – 5]. The 
aim of such studies was to provide data for evaluation 
of mesoscale models performance in coastal areas and 
to develop further the parameterisations used in these 
models. As discussed in [6], the variety of physical, 
geographical and climate conditions related to sea 
breeze circulations, as well as weather patterns in 
coastal regions is huge, so mesoscale models need to be 
constantly and vastly evaluated. As noted in [7], the sea 

breeze is well known and well studied boundary-layer 
phenomenon, but there still remain issues for 
investigation about its structure and dynamics, 
especially in regions of complex or sloping topography. 

For this reason, conducting detailed meteorological 
observations in coastal areas is very important issue 
both from scientific and practical point of view.
Moreover, the present day remote sensing technologies 
developed robust instruments allowing continuous 
monitoring and new quality of data for model 
evaluation [8 -10]. 

2. COST ACTION ES0702
The use and importance of ground based remote 
sensing instruments for the weather and climate studies 
and operational work at the meteorological offices was
recognized at European level by the COST Office 
through the funding of the COST Action ES0702 EG-
CLIMET in 2007. The action gathered the efforts of 
leading meteorological services in Europe in the task of 
setting up networks of ground based remote sensing
instruments. The technology in scope includes aerosol 
lidars of various types (ceilometers, backscatter aerosol 
lidars, Raman lidars, etc); Doppler lidars, radars,
sodars; microwave rain radars; microwave radiometers. 
COST Action ES0702 aims also at developing 
procedures for assimilation of the data from these 
instruments in the weather prediction and climate
models, a task on which ECMWF is collaborating in the 
action.

For a 4-year period, COST Action ES0702 succeeded 
in identifying the existing types of instruments and 
measuring sites in the 20 participating countries and to 
start common research on the wider and more effective 
use of them. One of the main achievements currently is 
the connection of the ceilometers across Europe in a 
network and the studies on the wider and multipurpose 
use of these instruments.

Another major achievement COST Action ES0702 has 
been the data supplied by these new unmanned lidars in 
the detection of Icelandic volcanic ash in April-May 
2010. They have been able to establish that the ash is 
present in thin layers which are well captured by the 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

83

Session 5

models of the Met Services. This work has been pivotal 
in decisions to reopen air space over Europe.

In Bulgaria, the economic conditions have not allowed 
yet the operational use of the new technology. One 
sodar is operation since 2008 at a remote site on the 
Black Sea coast within a Bulgarian – Russian 
collaborative project [11, 12] and a Jenoptic (CHM-
15k) ceilometer is operation at the Sofia University 
under a project of the Bulgarian National Science Fund 
since 2008 [13, 14].

These instruments are currently used for atmospheric 
boundary layer research, but through the participation 
of Bulgaria in COSTES0702 are included in wider 
international effort on studies of height and structure of 
the atmospheric boundary layer in Europe.

3. SITE AND INSTRUMENTS
The remote sensing observations started at the 
meteorological observatory of Ahtopol (southeast Black 
Sea coast of Bulgaria) in July 2008 under a joint 
research project between the National Institute of 
Meteorology and Hydrology - Bulgarian Academy of 
Sciences (NIMH-BAS) and the Research and 
Production Association (RPA) “Typhoon” in Obninsk -
Russian Federal Service on Hydrometeorology and 
Environmental Monitoring (Roshydromet). The site is 
located in flat grassland, 30 m above sea level, about 
500 m inland from a steep about 10 m high coast. The 
coast line is stretching out from north-north-east to 
south-south-west direction, therefore the winds from 
the sector 0 – 150 degrees are representing marine 
conditions. For about 20 years (1970 - 1990) the site 
was used for the launch of stratospheric rockets and 
therefore was and still is remote, Figure 1.

As shown in Figure 2, in addition to standard synoptic 
station equipment, an ultra sonic anemometer and a 
solar radiation sensor are mounted on a meteorological 
mast at height of 4.5 m; air temperature and humidity 
sensors are installed at 2 m height within a thermometer 
screen. These sensors form an automatic meteorological 
station named MK-15 assembled by “Typhoon”. The 
first prototype of the sonic anemometer was used 
during the International turbulence comparison 
experiment (ITCE-81) as described in [15]. The 
frequency of measurements of MK-15 is 0.5 Hz and 
records are made every 10 seconds. 

The sodar is located on the roof of the administrative 
building at about 4.5 m high, Figure 3. It is a SCINTEC
Flat Array middle range instrument (MFAS) with 
frequency range  1650 – 2750 Hz; 9 emission/reception 
angles (0°, ±22°, ± 29°); maximum 100 vertical layers; 
range between 500 – 1000 m; accuracy of horizontal 
wind speed 0.1 – 0.3 ms-1; range of horizontal wind 

speed ± 50 ms-1; accuracy of vertical wind speed 0.03 
– 0.1m/s; range of vertical wind speed ± 10 ms-1; 
accuracy of wind direction 2 -3 degrees. 

Figure 1. Google view of the surroundings of the 
Meteorological Observatory (MO) Ahtopol (42.08N, 27.95E).

  
Figure 2. The site for standards synoptic and turbulence 
measurements (left) and the SCINTEC sodar (right).

The sodar was set to measure in regime “optimized 
pulses for resolution” at 47 levels from 30 to 500 m 
with resolution of 10 m. The averaging time is 20 
minutes and the records are made every 10 minutes, 
thus presenting running 20-minute averages.

Concerning data availability, problems with MK-15
occurred in winter 2008/2009, in spring 2011 and 2012.

Apart from electricity shut down problems, the sodar 
data are available during the days for the entire period 
since July 2008. In summers of 2008 and 2009 the night 
operation was suspended. Full diurnal operation and 
more stable electricity network were achieved since 
October 2009. The availability of sodar data at different 
heights was analysed for the period July 2008 – June 
2009. At 50 m height, data are available between 83% 
of the time in December 2008 and 97 % of the time in 
May 2009. At 200 m height, the availability is between 
82 % (March 2009) and 96 % (May 2009). 

4. BREEZE CLASSIFICATION
Based on sonic anemometer and other surface data, the 
sea breeze days in 2009 were divided in 3 classes, 
Table 1 and Figures 3 and 4. The measurements started 
late July 2008, but some very clear breeze days were 
captured later in 2008. During the summer of 2009,
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weak pressure fields were observed over the Bulgarian 
Black Sea coast and therefore the local circulation has 
developed during most of the days. 

The main goal of the studies is to reveal the vertical 
structure of the atmospheric boundary layer at the Black 
Sea coast connecting it to the surface observations.

Table 1. Breeze classification for summer 2009

Mont July Aug. Sept.
Number of days with sonic 
anemometer data

30 30 26

Number of days with sea breeze 28 18 16
Number of days with sea breeze 
front in the morning (Class 1)

16 15 13

Number of days with sea breeze 
front in the morning and in the 
evening (Class 2)

6 2 2

Number of days with gradual 
wind direction change (Class 3)

6 1 1

Figure 3. A day with no breeze (black line, 2 August 2008) 
and day with combined local and synoptic forcing (red line, 6 
August 2008) which cause late onset of the sea breeze of 
Class 2.

Figure 4. Days with pronounced breeze front and sharp onset 
of the sea breeze (blue line, 5 August 2008; orange line, 5 
September 2008). These days are classified in Class 1, as the 
evening change to land breeze is gradual.

5. SODAR DATA ANALYSIS
The sodar data at Ahtopol allow enriching the sea 
breeze studies in Bulgaria and Russia [16, 2, and 3]. As 
seen in Figures 5 – 8, the coastal boundary layer 
structure and the formation of internal boundary layer 
can be studied based on wind and turbulence data 

derived from the sodar. As example, on 7 May 2009, 
clear breeze cell has formed within 500 m above sea 
level. There is evidence for a thermal internal boundary 
layer (TIBL) that reaches up to about 100 m at 11:20 
and 200 m at 13:20 (Figure 9) in the field of the 
standard deviation of the vertical wind velocity. Further 
analysis will reveal if it is possible to use only sodar for 
TIBL retrieval, or temperature profiles are also needed.

Figure 5. Wind speed on 7 May 2009, a day when almost the 
entire sea breeze cell is captured in the sodar data.

Figure 6. Wind direction on 7 May 2009.

Figure 7. Vertical wind speed on 7 May 2009.

Figure 8. Standard deviation of the vertical wind speed on 7 
May 2009.



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

85

Session 5

Figure 9. Profiles of the standard deviation of the vertical 
wind speed on 7 May 2009 at 11:20 (black), 13:20 (red) and 
19:20 (green) local time.
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1. INTRODUCTION
The Greenland ice sheet (GIS) currently rises to over 
3200 meters at its summit. A NSF funded project, 
dubbed ICECAPS (An Integrated Characterization of 
Energy, Clouds, Atmospheric state, and Precipitation at 
Summit), deployed an integrated suite of remote 
sensing instruments to answer questions concerning the 
current atmospheric state above the GIS, investigate 
factors that drive the mass balance, and characterize the 
energy budget at the atmospheric/ice interface.

The growth or decline of the Greenland ice sheet is 
dependent on the atmospheric state, which provides the 
context for the dynamical processes that transfer energy 
and mass to and from the surface. By investigating the 
interface between the free atmosphere and the surface, 
the factors leading to GIS change can be understood. 
Temperature inversions are characterized by increasing 
temperatures with altitude up to the top of the inversion 
layer and are an indicator of the stability of the 
boundary layer. Surface based inversions constrain 
vertical mixing, thereby providing a limit to the degree 
the surface can interact with the atmosphere.

2. MWR RETRIEVALS
A pair of microwave radiometers (MWRs) covering the 
spectral range from 22.24 to 150.0 GHz were installed 
at Summit Station as part of the ICECAPS project. 
Using calibrated brightness temperatures from the 
MWRs, retrievals were developed for this extremely 
cold and dry environment. A statistical retrieval of 
precipitable water vapor (PWV) was developed 
utilizing the 23.84 and 31.4 GHz channels similar to 
[1]. A four channel (23.8, 31.4, 90.0, and 150.0 GHz) 
physical retrieval [2] was implemented in order to 
resolve the low liquid water paths (LWP) that occur at 
Summit. A statistical retrieval was developed to retrieve 
temperature profiles every 40 minutes using 48 pseudo-
channels (6 frequencies, 8 elevation angles). 

Eliminating the bias in the calibrated V-band brightness 
temperatures improves both the bias and RMS error of 
the MWR temperature retrievals compared to
radiosonde profiles taken within a half an hour of the 
MWR retrieval (Fig 1).
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Figure 1. MWR retrieved temperature profiles compared to 
radiosonde profiles for 623 cases over the course of 2011.
The RMS error (left) and bias (right) for the original 
calibrated brightness temperatures (Tb) is shown in black 
solid lines. Retrievals using bias corrected calibrated Tb 
values are represented by the red dashed lines.

3. RESULTS
MWR retrievals were used to characterize monthly 
distributions and mean values of PWV, LWP and 
temperature profile features for the year 2011. The 
retrieved PWV values are below 8 mm for the year with 
the largest average values occurring in July. In addition, 
July and August show an increase in the number of 
liquid bearing clouds with elevated LWP values (Fig 2).
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Summit), deployed an integrated suite of remote 
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current atmospheric state above the GIS, investigate 
factors that drive the mass balance, and characterize the 
energy budget at the atmospheric/ice interface.

The growth or decline of the Greenland ice sheet is 
dependent on the atmospheric state, which provides the 
context for the dynamical processes that transfer energy 
and mass to and from the surface. By investigating the 
interface between the free atmosphere and the surface, 
the factors leading to GIS change can be understood. 
Temperature inversions are characterized by increasing 
temperatures with altitude up to the top of the inversion 
layer and are an indicator of the stability of the 
boundary layer. Surface based inversions constrain 
vertical mixing, thereby providing a limit to the degree 
the surface can interact with the atmosphere.

2. MWR RETRIEVALS
A pair of microwave radiometers (MWRs) covering the 
spectral range from 22.24 to 150.0 GHz were installed 
at Summit Station as part of the ICECAPS project. 
Using calibrated brightness temperatures from the 
MWRs, retrievals were developed for this extremely 
cold and dry environment. A statistical retrieval of 
precipitable water vapor (PWV) was developed 
utilizing the 23.84 and 31.4 GHz channels similar to 
[1]. A four channel (23.8, 31.4, 90.0, and 150.0 GHz) 
physical retrieval [2] was implemented in order to 
resolve the low liquid water paths (LWP) that occur at 
Summit. A statistical retrieval was developed to retrieve 
temperature profiles every 40 minutes using 48 pseudo-
channels (6 frequencies, 8 elevation angles). 

Eliminating the bias in the calibrated V-band brightness 
temperatures improves both the bias and RMS error of 
the MWR temperature retrievals compared to
radiosonde profiles taken within a half an hour of the 
MWR retrieval (Fig 1).
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Figure 1. MWR retrieved temperature profiles compared to 
radiosonde profiles for 623 cases over the course of 2011.
The RMS error (left) and bias (right) for the original 
calibrated brightness temperatures (Tb) is shown in black 
solid lines. Retrievals using bias corrected calibrated Tb 
values are represented by the red dashed lines.

3. RESULTS
MWR retrievals were used to characterize monthly 
distributions and mean values of PWV, LWP and 
temperature profile features for the year 2011. The 
retrieved PWV values are below 8 mm for the year with 
the largest average values occurring in July. In addition, 
July and August show an increase in the number of 
liquid bearing clouds with elevated LWP values (Fig 2).
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Figure 2. Liquid water path over the course of 2011
calculated via a physical retrieval [2] utilizing four 
frequencies (23.8, 31.4, 90.0 and 150.0 GHz). The box 
indicates 25% and 75%, the whiskers 5% and 95%, the 
horizontal line inside the box is the median, and the ∗
indicates the mean. The monthly distributions on the left 
(blue) are for all cases and the distributions on the right 
(black) are for the subset of cases where the LWP is over 5 
g/m2.

Surface based inversions (SBI) are a predominant 
feature across the GIS. Figure 3 shows the monthly 
values of depth, intensity, and occurrences for 2011. 
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Figure 3. Surface based inversion intensity (top) and depth
(middle) monthly averages (∗) with box and whisker plots. 
The box indicates 25% and 75%, the whiskers 5% and 95%, 
and the horizontal line is the median. In order to be 
considered a surface based inversion the base must at the 
surface and the intensity must be greater than 2 K. The lower 
panel shows the percentage of MWR temperature profiles 
that meet these criteria over the course of 2011. The 
occurrence frequencies of surface based inversions are in 
black and inversions with an elevated base (> 0 m) are shown 
in red.

The monthly occurrence of SBI is above 80% during 
the winter months and is less frequent during the time 
period from May-September where the minimum in 
July is 38%. The SBI intensities have average values 

above 10°C during the winter with decreasing 
intensities in the summer months. The SBI depths vary 
the most in January and July with average inversion 
depths of about 200 meters from April to August and
increased depths in the winter months. Although the 
atmospheric state is measured twice daily at Summit via 
radiosonde soundings, the advantage of using the 
MWRs is headlined by their close-to autonomous data 
collection at high temporal resolution. The MWR 
scanning strategy allows a temperature profile to be 
retrieved every 40 minutes, where a majority of the 
information content originates from the lowest 1 km.
The high temporal resolution of the MWR temperature 
retrievals is utilized in a case study.

3.1 Case Study
The evolution of the temperature inversion is 

investigated for a case on February 20, 2011 (Fig 4).
Within a matter of a few hours the presence of a liquid 
bearing cloud corresponds to a warming of the surface 
and decay in the strength of the inversion thus changing 
the stability of the boundary layer. Later in the day the 
strength of the surface based inversion steadily grows 
during clear sky conditions. 

Figure 4. A case study during February 20, 2011 (+/- 6
hours). The top panel shows the MWR retrieved temperature 
profiles (color) with the cloud base height as determined by 
the ceilometer (black dots) and 3 radiosonde temperature
profiles between the vertical solid black lines. The evolution 
of the depth (second panel from the top) and intensity (third
panel from the top) of the inversion is shown in conjunction 
with the liquid water path (bottom panel).
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3.2 SBIs and LWP
The data from 2011 shows that SBI strengths tend to
decrease as the LWP values increase (Fig 5).
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Figure 5. Surface based inversion intensity (top) and depth 
(bottom) as a function of the mean LWP five minutes before 
temperature retrieval. Only cases where the mean wind for 
the day is less than 10 m/s are shown.  The box indicates 
25% and 75%, the whiskers 5% and 95%, the horizontal line 
inside the box is the median, and the ∗ indicates the mean.

For clear sky cases, when the LWP is between 0-5
g/m2, over half of the inversions were deeper than 200 
meters and the majority had a intensity of over 10°C.

4. CONCLUSION
Since the case study suggests that the presence of liquid 
bearing clouds lead to the decay of surface based 
inversions while the subsequent clear sky scene leads to 
the formation of a stronger and deeper inversion, the 
SBI metrics were investigated under the influence of 
LWP. The decrease of SBI intensity is presumably due 
to the limited radiative cooling of the surface by the 
presence of liquid in the cloud, which serves to increase 
the downward long-wave flux compared to the initial 
clear sky value. Without a temperature inversion the 
stability above the surface is threatened allowing for a 
deeper mixed layer which would enhance the 
interaction between the GIS surface and the 
atmosphere.

A possible increase in cloud frequency and/or change in 
cloud microphysics above the GIS would further inhibit 
inversions and lead to changes in the atmosphere/ice 
interaction in the boundary layer and warmer 
temperatures at the surface.
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ABSTRACT 
During the CLoud and Aerosol Characterization 
Experiment (CLACE) at the Jungfraujoch (3580 m asl)
in summer 2010, various in-situ (at Jungfraujoch) and 
ground-based remote sensing systems (at Kleine 
Scheidegg, 2061 m asl, at the foot of Jungfraujoch)
were installed in this high-alpine location. The main 
goal of this experiment was to study chemical and 
physical properties of aerosols in order to investigate 
their effects on cloud characteristics. The local 
meteorology is an important driving factor for cloud 
formation. Horizontal and vertical wind motions a well 
as the presence of a planetary boundary layer at these 
altitudes are critical factors to better understand the 
cloud formation and the aerosol behavior of this region. 

At the Kleine Scheidegg, which is located in the 
vicinity of the WMO Global Atmosphere Watch 
(GAW) Jungfraujoch station (horizontal distance of 
~4.5km), several remote sensing measurement devices 
were installed, including a low-tropospheric wind 
profiler and a ceilometer (Figure 1). These systems 
were operated during the entire 2-month campaign in 
July and August 2010. 

The paper will focus on the analysis of ground-based 
remote sensing data. The planetary boundary layer 
(PBL) detection and its possible effect on aerosol 
concentrations in such a complex topography will be 
presented. Depending on the weather situations, an 
increase of the aerosol scattering and absorption 
coefficients measured at the top of the Jungfraujoch 
were correlated to the presence of the PBL measured 
with the ground-based remote sensing systems. During 
these events, the Jungfraujoch location cannot be 
considered as a free tropospheric site but is influenced 
by injections of the PBL, which include pollution 
transported from the Swiss Plateau by updraft motions. 

1. MOTIVATION 
Planetary boundary layer research is still a relatively 
young field with many unsolved issues [1], [2]. One of 
them is precisely the development of PBL in 
mountainous terrain [2] as well as the development of 

algorithm to detect the planetary boundary layer using 
remote sensing instruments as lidar ceilometers or wind 
profilers. 

It is particularly interesting to correlate PBL height and 
aerosol measurement at the Jungfraujoch. During most 
of the time background concentration of chemicals and 
aerosols of the free troposphere are measured at the 
Jungfraujoch, which is not directly influenced by 
anthropogenic pollution. Nevertheless, PBL reaches the 
Jungfraujoch during fair-weather days in summer [3] 
and thus affects aerosol measurements as absorption 
coefficient which is mostly sensitive to black carbon, or 
scattering coefficient and particle number, which are 
also sensitive to new particles.  

2. EXPERIMENT SETUP 
The operational WMO GAW station of the 
Jungfraujoch was used as a place for in-situ 
measurements during CLACE 2010. Beside the 
operational surface meteorological station, a 
nephelometer, an aethalometer, and a CCNC (cloud
condensation nuclei counter) were measuring the main 
characteristics of aerosols and clouds characteristics 
(Figure 1). Several remote sensing measurement 
devices were located at Kleine Scheidegg, including a
low-tropospheric wind profiler, a microwave 
radiometer and a ceilometer. Furthermore a sonic 
anemometer, a sun- and aureole-spectrometer, a
polarimeter and scanning UV backscatter lidar were 
installed at Kleine Scheidegg (Figure 1). 

Figure 1. Measurement setup for the CLACE 2010 
Experiment. 
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3. PLANETARY BOUNDARY LAYER 
The ceilometer and the wind profiler were installed at 
the Kleine Scheidegg to investigate the origin of the air 
masses and the cloud development, but also to analyze 
the PBL height. As the wind profiler provider’s
software was unable to detect planetary boundary layer 
even during fair-weather days, a new algorithm was 
developed to monitor the PBL height. 

A typical example of PBL determination is shown in 
Figure 2. Phenomenon, which can be detected in 
several datasets are two declining layers within around 
2am. Generally not much is known about the decay of 
the PBL. It is probably influenced by the mountain-
valley circulation. The lower curve shows the decay of 
PBL above the Kleine Scheidegg, while the second 
curve may show aerosols transported by downdrafts 
from Jungfraujoch.  

Figure 2. Temporal evolution at Kleine Scheidegg, 7 July, 
2010. Top panel: range-corrected signal to noise ratio 
derived from wind profiler, wind profiler PBL (black dots), 
ceilometers PBL (purple dots) and clouds (white). The red 
line labeled “Sphinx” corresponds to the altitude of the 
Jungfraujoch station. Bottom panel: height difference 
between hourly averaged determined PBL of both 
measurement devices. 

Ceilometer detects the presence of PBL by calculating 
aerosol gradients, corresponding to an aerosol layer 
while wind profiler detection is based on moisture and 
turbulence gradients. Nevertheless the ceilometer PBL 
and the wind profiler PBL agree well, especially under 
cloud free conditions and during day time (Figure 3). 
Meanwhile the ceilometer seems to be less performing 
in presence of clouds while the wind profiler has 
detection problems during the night. 

 When the PBL exceeded around 2800 m asl, injections 
of the PBL are transported upwards by slope winds. 
This was confirmed by aerosol measurements at the 
Jungfraujoch. The measured aerosol absorption and 
scattering coefficients showed an increase during the 
afternoon. 

The results of the comparison between PBL heights 
derived by the NWP model COSMO-2 and retrieved 
from wind profiler and ceilometer measurements 
showed that COSMO-2 underestimated the PBL height 
at that site and time (not shown). 

Figure 3. Scatterplot of the mixing layer height derived from 
ceilometer and wind profiler (daytime hourly means) for 8 
fair-weather days. Red points are the PBL without clouds and 
blue dots PBL with clouds. 

4. COMPARISON BETWEEN METEOROLOGY
AT KLEINE SCHEIDEGG AND AEROSOL
MEASUREMENTS AT JUNGFRAUJOCH 

Comparison between PBL temporal evolution estimates 
and in-situ measurements at Jungfraujoch is shown in 
Figure 4. PBL air reaches Jungfraujoch on 8, 9, 12, and 
20 July, 2010. This is reflected in the absorption 
coefficient (babs) measurements. Attention should be 
paid to spikes that are locally created by snow groomer 
and other human activities most of the time around 8-9
am and 1pm. On 7 July, the PBL remains below 3000 
m , so that neither the absorption coefficient nor the 
scattering coefficient (bscat) increases. It is to conclude 
that no PBL air reaches Jungfraujoch, even though the 
number of new particle (N) increases, probably due to 
new particles formation and subsequent growth at the 
Jungfraujoch. In contrast, babs and bscat increase with an 
maximum in the late afternoon on 8, 12, and 20 July, 
2010. babs and bscat rise suddenly in the evening on 9
July, 2010. From wind profiler measurements, it can be 
deduced that a strong updraft lifts air pollutants to the 
Jungfraujoch. During these days, subsidence was 
predominant. On the other fair-weather days, PBL air 
does not reach the height of the Jungfraujoch.
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Figure 4. Left panels: Absorption coefficient (babs), scattering coefficient (bscat) and new particles (N) measurements at the 
Jungfraujoch. Right panels: corresponding wind field and PBL height derived by the wind profiler. Colors correspond to 8 
typical days with well-defined PBL evolution. 
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5. SUMMARY 
The goals of the CLACE campaign were to study 
chemical and physical characterization of aerosols, to 
investigate the direct and the indirect aerosol effect on
clouds at the GAW Jungfraujoch station (3508 m asl). 
As cloud characteristics strongly depend on 
meteorology, several remote sensing measurement 
devices were installed nearby (Kleine Scheidegg, 2061 
m asl), including a low-tropospheric wind profiler and a 
ceilometer. Results from an analysis on the ability of 
these instruments to detect the PBL evolution were 
presented in this paper. 

The diurnal variations of the PBL are well estimated by 
both the wind profiler and the ceilometer. The wind 
profiler PBL agrees well over daytime with Ceilometer 
PBL. 

Transport from down-valley aerosols to Jungfraujoch 
were detected by in in-situ measurements, like the 
nephelometer and the aethalometer. These cases often 
correspond to summer convective situations when PBL 
estimated by ground-based remote sensing reaches 
altitudes corresponding to the Jungfraujoch. During 
these periods, the high-altitude station cannot be 
considered as a free-atmosphere location. 

ACKNOWLEDGMENTS
We thank the International Foundation High Altitude 
Research Stations Jungfraujoch and Gornergrat 
(HFSJG) for providing the excellent infrastructure at 
the Jungfraujoch. We also acknowledge the 
Jungfraubahnen for providing the infrastructure at the 
Kleine Scheidegg. We thank Holger Wille and Steffen 
Frey (Jenoptics) for their support and for lending the 
ceilometer.

This work was financially supported by the EC-projects 
European Supersites for Atmospheric Aerosol Research 
(EUSAAR, contract 026140) and Global Earth 
Observation and Monitoring (GEOMON, contract 
026140), as well as by the European Space Agency’s 
Climate Change Initiative (aerosol cci) and by 
MeteoSwiss within the Global Atmosphere Watch 
programme (GAW) of the World Meteorological 
Organization (WMO). 

REFERENCES 
1. Wallace, J. M. and P. V. Hobbs, 2006: 

Atmospheric Science. An introductory Survey. 
Academic Press. London. 480 pp. 

2. Weigel, A., 2005: On the atmospheric boundary 
layer over highly complex topography. Diss. ETH 
No 15972. 

3. Collaud Coen, M., Weingartner, E., Furger, M., 
Nyeki, S., Prevot, A. S. H., Steinbacher, M., and 
Baltensperger, U. 2011: Aerosol climatology and 
planetary boundary influence at the Jungfraujoch 
analyzed by synoptic weather types, Atmos. Chem. 
Phys., 11, 5931–5944, doi:10.5194/acp-11-5931-
2011, 2011. 11110. 



94

16th International Symposium for the Advancement of Boundary-Layer Remote SensingSession 6

200 ÷ 500

10÷ 20



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

95

Session 6

10÷ 15
15÷ 20



96

16th International Symposium for the Advancement of Boundary-Layer Remote SensingSession 6

k =
∆t

∆h · 〈V 〉
,

∆t ∆h
〈V 〉



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

97

Session 6

∼ 0.05s−1

0.3◦K

100m
≤ ∆T

∆z
≤ 0.6◦K

100m
.

Ri ≤ 0.25



98

16th International Symposium for the Advancement of Boundary-Layer Remote SensingSession 6

CONFIDENCE LEVELS AND ERROR BARS FOR CONTINUOUS DETECTION OF MIXING 
LAYER HEIGHTS BY CEILOMETER

Christoph Münkel1, Klaus Schäfer2, Stefan Emeis2

1Vaisala GmbH, Schnackenburgallee 41d, 22525 Hamburg, Germany, christoph.muenkel@vaisala.com
2Karlsruhe Institute of Technology, Institute for Meteorology and Climate Research, Atmospheric Environmental 

Research Division (IMK-IFU), Kreuzeckbahnstr. 19, 82467 Garmisch-Partenkirchen, Germany,
klaus.schaefer@kit.edu, stefan.emeis@kit.edu

ABSTRACT 
The mixing layer height (MLH) is an important factor 
which influences exchange processes of ground level 
emissions. Thus, the continuous knowledge of MLH is 
required. 

The Vaisala ceilometers LD40 and CL31 which are 
eye-safe commercial lidar systems are operated to 
detect the MLH in Augsburg since 2006. Special 
software for these ceilometers provides routine 
retrievals of lower atmosphere layering from vertical 
profiles (vertical gradient) of laser backscatter density 
data. The performance of the ceilometers is sufficient to 
detect convective layer depths exceeding 2000 m and 
nocturnal stable layers down to 50 m. The profile 
behaviour of relative humidity (strong decrease) and 
virtual potential temperature (inversion) of radiosondes 
in Oberschleissheim about 50 km away agree mostly 
well with the MLH indication from ceilometers during 
cloud-free conditions mainly. 

Based on the gradient method, an automatic algorithm 
for online retrieval of boundary layer depth and 
additional residual structures has been developed. This 
robust all weather algorithm is part of the Vaisala 
boundary layer reporting and analysis tool BL-VIEW. 
The data averaging intervals used depend on range and 
signal noise; detection thresholds vary with signal 
amplitude. All layer heights reported are accompanied 
by a quality index. In most cases the lowest of these 
layers is a good measure for the MLH. The utility of 
MLH values for air quality forecast could be increased 
if the current quality index would be enhanced by more 
significant parameters like confidence levels and error 
bars. This is discussed for a measurement campaign at 
Athens airport. 

1. INTRODUCTION 
Eye-safe lidar ceilometers are reliable tools for 
unattended boundary layer structure monitoring around 
the clock up to heights exceeding 2500 m ([1] - [3]).
Comparison to temperature, humidity, and wind 
profiles reported by RASS, sodar, radio soundings, and 
weather mast in-situ sensors has confirmed their ability 
to detect convective or residual layers ([4] - [8]). In 

addition, ceilometers with a single lens optical design 
enable precise assessment of inversion layers and 
nocturnal stable layers below 200 m [9]. This design 
has been chosen for the Vaisala Ceilometers CL31 and 
CL51. 

An automatic algorithm for online retrieval of boundary 
layer depth and additional residual structures has been 
developed that covers not only ideal boundary layer 
diurnal evolution, but all situations involving clouds, 
fog, and precipitation. This algorithm is part of the 
Vaisala boundary layer reporting and analysis tool BL-
VIEW. 

There have been several publications regarding the 
issue of boundary layer investigation with ceilometer. 
Within the scope of the EG-CLIMET COST action 
there is a general agreement on a European level to use 
existing ceilometer networks for automatic layer height 
reports [10]. To further increase the applicability of 
these reports, statistically meaningful values like 
confidence levels and error bars should be added. 

This paper is a first step in this direction. The method 
proposed has been tested on a large variety of recorded 
ceilometer profiles and validated with co-located 
soundings. 

Figure 1. Vaisala Ceilometer CL51 installed on the roof of 
IMK-IFU, Garmisch-Partenkirchen, Germany and its single 
lens optical concept. 
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2. METHODOLOGY 

2.1 Ceilometer 
The ceilometers used within the measuring campaigns 
described in this paper are the Vaisala Ceilometers 
CL31, CL51 (Fig. 1) and LD40 [11]. The single lens 
optical design of all current Vaisala Ceilometers uses 
the inner part of the lens for transmitting and its outer 
part for receiving light (Fig. 1). This provides overlap 
of the transmitter light cone and the receiver field-of-
view over the whole measuring range and allows 
reliable detection of also the very low nocturnal stable 
layers below 200 m not seen by other instrument types 
like the two lens system LD40. 

2.2 BL-VIEW algorithm 
A standard method to identify the vertical extent of 
aerosol layers within the boundary layer is the gradient 
method that searches the backscatter profile for local 
gradient minima. Sliding time and height averaging is 
essential for its success (Fig. 2, up), but precipitation 
and clouds call for a more sophisticated treatment. The 
resulting algorithm (Fig. 2, down) involves cloud and 
precipitation filter, noise and range dependant time and 
height averaging intervals, and signal strength 
dependant detection thresholds [12]. 

The current BL-VIEW algorithm gives a quality index 
from 1 to 3 to each gradient minimum detection. It is 
based on gradient amount (a low gradient minimum 
results in a high quality index), detected cloud bases 
(clouds detected in the vicinity of a boundary layer 
reduce its quality index), and distance to other gradient 
minima (high distance results in high quality). 

2.3 Confidence levels and error bars 
In most cases the lowest of the layers reported by the 
BL-VIEW algorihm is a good measure for the MLH. 
The continuous knowledge of this atmospheric 
parameter is supporting the understanding of processes 
directing air quality. The utility of MLH as a parameter 
for air quality forecast or dispersion calculation would 
be enhanced if the quality index described in the 
preceeding section could be quantified by calculating 
confidence levels (how sure are we that there really is 
an aerosol layer at that height?) and error bars (what is 
the uncertainty of the detected value?). 

The algorithm introduced in this paper to estimate 
confidence levels and error bars is based on the 
available single profile messages that are averaged in 
time in the course of the BL-VIEW algorithm. The 
recommended message interval for BL-VIEW is 16 s. 
Depending on signal noise, the number of past 
messages N averaged for the detection of a gradient 
minimum height GM varies from 50 to 100. 

Figure 2. Up: Density plot of backscatter profiles recorded 
by a CL31 ceilometer at the US-National Weather Service 
test site Sterling, VA on 9 September 2009. The fixed sliding 
averaging parameters used do not reveal all aerosol layers;
clouds and precipitation might even cause false layers.  
Down: The same data set treated with all steps of the  
BL-VIEW algorithm. 

Confidence level and error bar calculation performs 
gradient minima search for the 16 s messages used in 
the averaging process and examines the results in the 
following way: 

a) Gradient minima calculation for each of the N single 
messages. Result: up to 3 gradient minima heights for 
every 16 s profile examined. 

b) Count of gradient minima detected that differ not 
more than the greater of 200 m and 20 % from GM.
Result: C. 

c) Confidence level CL: CL = C / N. 

d) Uncertainty of GM (half error bar length): Standard 
deviation of the C gradient minima heights calculated in 
steps b) and c) from their arithmetic mean. 

Fig. 3 gives an example of a convective layer at 870 m
and a residual layer at 1580 m. Due to the fast rise of 
the convective layer only 37 out of the 52 examined 
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16 s profiles fulfill the criteria of b) above. Its confi-
dence level is 71 %; that of the residual layer reaches 
100 %. Fig. 4 shows the layer evolution for the whole 
day. 

Figure 3. 52 single backscatter profile messages (green) 
recorded from a CL51 ceilometer at Hamburg, Germany, and 
their average (blue) covering the time interval 10:24:31 till 
10:38:07 on 24 April 2011. The strong variation of the green 
curves in the range of the lower gradient minimum height at 
870 m results in a confidence level of 71 % and a half error 
bar length of 105 m. These values are 100 % and 52 m for 
the residual layer at 1580 m. 

3. RESULTS 

3.1 Tall Wind 2011 experiment, Hamburg 
The Tall Wind experiment involves continuous 
monitoring of boundary layer heights with ceilometer at 
Hamburg weathermast [7]. 

Fig. 4 shows the good agreement of the results of the 
algorithm introduced in Section 2.3 for two co-located 
CL51 ceilometers. Daylight signal noise generally 
increases the length of the error bars. 

A five days intensive campaign during Tall Wind 2011 
saw 2-hourly launches of Vaisala RS92 radiosondes. 
Weather conditions where not favourable for boundary 
layer detection during those days; there were a lot of 
periods with low clouds or precipitation. On 15 June 
2011 there were some gaps in the clouds. The 09:30 
and 11:00 soundings on that day show relative humidity 
drops and potential temperature rises at heights where 
the CL51 reports upper edges of aerosol layers (Fig. 5). 

3.2 ECATS measuring campaign 2007, Athens 
An LD40 ceilometer was involved in a measuring 
campaign conducted at Athens International Airport in 
September 2007 in the framework of the European 
Network of Excellence ECATS project. Fig. 6 gives an 
example that shows the applicability of the enhanced 
BL-VIEW algorithm to older ceilometer types. 

Figure 4. Density plots of backscatter profiles recorded by 
two co-located Vaisala CL51 ceilometers on 24 April 2011 at 
Hamburg weathermast. This nearly cloudless day shows the 
typical diurnal evolution of residual, convective and 
nocturnal layers. 

Figure 5. Density plot of backscatter profiles recorded by a 
CL51 ceilometer on 15 June 2011 at Hamburg weathermast. 
Relative humidity (dashed curve) and potential temperature 
profiles from soundings launched at 09:30 and 11:00 CET 
are plotted as well. Wind barbs of the 09:30 sounding are 
plotted on the left hand side, those of the 11:00 sounding on 
the right hand side of the plot. The south-easterly wind below 
300 m is transporting dust from a close-by gravel pit. Large 
error bars reflect frequent change of dust concentration. At 
11:00 wind direction has turned to south and thus less dust is 
transported. 
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Figure 6. Density plot of backscatter profiles recorded by a 
Vaisala LD40 ceilometer on 13 July 2011 at Athens 
International Airport, Greece. 

4. CONCLUSIONS 
The method outlined in this presentation shows 
satisfactory results for the three ceilometer types CL31, 
CL51, and LD40. There is a good agreement with 
mixing layer heights derived from relative humidity and 
potential temperature profiles reported by soundings 
launched close to the ceilometers. 

Evaluation of extensive databases from ongoing and 
projected measuring campaigns will be used for 
analysis and refinement of the proposed algorithm. 
These campaigns involve the Tall Wind 2011 
experiment and the TERENO campaign with three 
CL51 ceilometers. TERENO is a Helmholtz Research 
Initiative in the field of environmental research and is 
expected to run for at least 10 years. 
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ABSTRACT 

The depth of the mixing layer (MLD) is important for 
models of air quality (AQ) and numerical weather 
prediction (NWP). Hence, observations of MLD are 
needed to provide the data for evaluation, assessment 
and improvement of urban submodels/ 
parameterizations in NWP and AQ models. 

At high-latitudes it is not trivial to observe a long time 
series of MLD because of the prevalence of shallow 
MLDs (which lidars, e.g., typically cannot diagnose). 
Thus, sodar is an ideal tool (given its low first 
sampling region). In Helsinki, a Latan-3 1D sodar 
operated continuously on the roof of the Finnish 
Meteorological Institute from 14-Aug-09 to 
05-Sep-11. 

For 7 of those months, MLD was manually estimated 
from echograms (time-height plots of intensity). An 
automated algorithm was developed for the diagnosis 
of MLD. The automated algorithm is simply based on 
finding the height of the greatest reduction in intensity 
within the sensing range. 

Within the sampling range, MLD was diagnosed in 
neither system (e.g. deep ML) for 31% of 30-min 
periods, and in both for 35% (the rmse was 53 m; bias 
was automatic < manual by 4 m). Some 30-min 
periods only had MLD diagnoses for one system (8% 
only manual, 26% only automatic). 

 

1  INTRODUCTION 
The mixing layer, used inter-changeably with 
“atmospheric boundary layer” (ABL), is the layer of 
atmosphere adjacent to the ground surface, where an 
intensive turbulent mixing occurs on timescales 
minutes–hours. Quantitative definitions of the mixing 
layer depth (MLD) are based on various methods 
[1,2].  

MLD is used in many air quality and pollution 
dispersion models. Thus it needs to be reliably derived 
from basic meteorological quantities provided by 
NWP models. 

In Helsinki, we have a network of urban observations 
(http://urban.fmi.fi), including sodar, lidar, 
scintillometers, infrared cameras and eddy-covariance 
flux stations. We use data from a sodar installed on the 
roof of the Finnish Meteorological Institute (in 
Helsinki) for the present study. 

The automated procedures of mixing height 
determination from sodar echo intensity profiles are 
often neither straightforward nor robust [1]. So we 
develop our own automatic algorithm in Helsinki and 
compare to manual estimates of MLD. 

 

2  EXPERIMENTAL DATA  
The reference sodar used in the study is located in 
Helsinki, about 5 km north of downtown atop a small 
hill.  

A Latan-3m 1D sodar operated continuously on the 
roof of the Finnish Meteorological Institute from 
14-Aug-09 to 05-Sep-11 [3]. The sodar has range 20–
400 m and resolution of 10 m. The sodar has a single 
vertically-pointing dish antenna of 60 cm in diameter. 
It is operated at 3400 Hz carrier frequency with 50 ms 
burst signal and pulse repetition rate 0.2 Hz. 

For 7 months (Sep09–Mar10), the MLD was manually 
estimated from sodar echograms (time-height plots of 
intensity). We thus compare MLD as derived 
manually [4] to the automatic algorithm [present 
paper].  

During some times the MLD was either above the 
sounding range (> 400m), or could not be detected due 
to weak temperature turbulence within ABL, or due to 
technical problems with sodar (wind and/or rain 
causing strong acoustic noise, heavy snowfall 
covering the antenna, etc.). 

Data are recorded in two channels: A (‘signal+noise’ 
channel) and B (noise channel). We define relative 
signal as the difference between the channels (A–B); 
this is done in the 30-min mean data. 

The automatic algorithm is under development. We 
present the latest version. 
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3  PRESENT ALGORITHM 
Quality control (QC): 

 Replace the 5-second data with “NaN” if exactly 
zero velocity is recorded (which is a QC flag). 

 A fixed echo problem in range-gates 15 and 16. 
Reject and interpolate vertically if the 30-mean 
mean has an intensity peak in channel A compared 
to surrounding (gates 14 and 17). 

 Define velocities as “NaN” for every gate where 
the relative signal < +4.5dB 

 Sodar data were often affected by fixed echoes in 
the lowest range gates (highly variable in space and 
time) which would require a rather intelligent 
automated procedure for automatic MLD retrieval. 

 Hence, do not use the lowest few gates for defining 
the MLD. So, define a lowest usable gate (LG) as 
the maximum of: 

o range-gate 4; or 
o the greatest height where the relative 

signal is above +10dB. 

First iteration of MLD estimate: 

 Find the height in the profile (from LG:top) of the 
most negative vertical gradient in relative 
signal. This height is then defined as the MLD, 
unless the conditions are deemed to be unsuitable 
for sodar-derived mixing height (see below). 

Do not define MLD if: 

 There might be snow: 30-min-mean velocity     
< –0.5 m s–1 across range-gates 3:10. 

 There might be daytime convection deeper than 
the sodar’s sampling range (applies at 0500–
1700UTC only):  
i. mean velocity variance is increasing with 

height at the top of the data availability layer 
(defined as range gates 2:6 below top limit of 
data availability) & the variance is > 0.8 m s–1 
for every gate in that layer; OR 

ii. the maximum 30-min-mean vertical-velocity 
variance > 1.7 m s–1 in any gate in that 
availability layer; OR 

iii. the minimum 30-min-mean vertical velocity  
> +1.0 m s–1 in any gate in that availability 
layer. 

 All gates are dominated by noise (i.e. relative 
signal < +4.5dB). 

 If the minimum gradient (LG:end) is not clearly 
negative (–1.5dB limit): this would mean that 
there is no inversion. 

 There is a strong return (>+35dB in channel A) for 
all gates from LG:end [probable rain]. 

 There is a bulk increase in relative signal with 
height (e.g. rain, convection): gradient of gates 
10:22 compared to 23:end. 

Finally: 

 Allow some temporal consistency of MLD (e.g. 
avoid flipping frequently between levels) by 
applying a 3-point running median through the 
time-series. 

 Do not diagnose MLD for temporally-isolated 
periods (≤ 1 hr); make these “NaN” values. 

 Apply a data flag (999.99 m) if the MLD was 
undefinable due to probable deep convection 
(such as high vertical velocity variance values). 
 

4  RESULTS 
We show example cases from the database 
(Appendix). 

There are 3570 30-min periods available for 
inter-comparison (Figure 1) between manual and 
automatic methods, which is 35% of the dataset 
(whilst 31% was not diagnosed in either). There were 
8% diagnoses only in the manual and 26% only in the 
algorithm.  

If one considers only the 3347 (out of 3565) cases 
where the difference is less than ±80m (in order to 
check the comparison for cases when the same 
inversion is seen in both methods), then the statistics 
are r = 0.9, rmse = 29m, bias = +3m (see legend for 
definition). 

 

 
Figure 1. Comparison of automatic and manual MLD 
estimation. Height bins are 10m. Number density 
shown in colorbar. The correlation coefficient (r) is 
0.7, rmse is 53 m, and the bias is –3.6m (automatic 
minus manual). 
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5  DISCUSSION  
The presently-developed automated procedure has 
shown some promising results, but there are a few 
limitations: 

 no recognition of very shallow boundary layers 
(e.g. < 60 m) due to cases of fixed echoes in lower 
range gates; 

 sodar was on a building, on a hill—even more 
likely to miss the very shallow MLDs; 

 perhaps predict too many mixing heights below 
400 m, even though they are somewhat weak and 
there could be a ‘more relevant’ inversion aloft; 

 no comparison to other (e.g. manual) MLD 
estimates for summer months. 
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Appendix 

 
Figure 2. Example plot panel from the database for 11th September 2009. The subplots (clockwise) are channel A, 
relative signal, variance of vertical velocity (m2 s–2), vertical velocity (m s–1), gradient of relative signal, gradient of 
channel A. Time in hours UTC. Golden triangles are manually-estimated MLD. Black line and crosses are automatic 
algorithm (black triangles are probable deep convection). 
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Figure 3. Example plot panel from the database for 11th December 2009. (See Figure 2 for further descriptions.) 

 

 
Figure 4. Example plot panel from the database for 11th February 2010. (See Figure 2 for further descriptions.) 
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ABSTRACT 
The mixing layer height (MLH) over Hampton 
University (HU), Hampton, Virginia, United States 
(37.02°N, 76.33°W), was obtained using several 
methods over the course of 2 years by lidar 
measurements. The HU lidar has operated at 3 
wavelengths (1064, 532 and 355nm) since June 2006, 
and is part of the CREST Lidar Network (CLN) to 
monitor aerosols in the troposphere and stratosphere. 
The network has operated on a routine basis since 
February 2009.  

In this study we have used the 532 nm signal. The 
MLHs obtained from 532 nm lidar signal have been 
compared to the calculated MLHs of radio sounding 
measurements taken over Wallops Island, Virginia 
(37.93°N, 76.33°W). 

This paper will describe the combination of 2 years of 
MLH measurements, aerosol optical properties and mass 
concentrations which help to relate the columnar optical 
properties to ground based measurements of mass 
concentration. Further, the impact of the variability of 
MLH on aerosol optical properties and mass 
concentration has been studied and will be described. 
The lidar provides detailed vertical profiles of aerosol-
related information, potentially illustrating the structure 
of the boundary layer. This paper shows a difference 
between the methodologies when the boundary layer 
exceeds 1 km and the atmosphere is unstable. Hampton 
exhibits a high seasonal variability of average MLH, as 
in summer the mixing layer exceeds 2km while falling 
below 2km in winter. 

   

1. INTRODUCTION  
Understanding the development and extent of the 
planetary boundary layer (PBL), the lowest portion of 
the atmosphere, and knowing the temporal and vertical 
distribution of aerosols are important for the assessment 
of the climatic impact of aerosols.  

The complexity and variability of boundary layer 
structure are well known [1-3]. The vertical extent of 

mixing within the boundary layer and the exchange 
level with the troposphere are characterized by the 
height (depth) of the PBL[4]. Traditionally, studies of 
PBL have been localized and of short duration[5]. Lidar 
signals can provide information related to boundary 
layer height and aerosol optical properties. Long-
duration lidar measurements also provide the structure 
of the planetary boundary layer and vertical profiles of 
extinction and backscatter coefficients on a long time 
scale. However, retrieval of aerosol optical properties by 
elastic backscatter lidar suffers from the well-known 
problem that two quantities are measured from one 
signal, thus requiring an accurate estimate of the lidar 
ratio as an input parameter [6-8]. 

In this study we explore some issues related to boundary 
layer height using the different methods. We analyze the 
characteristics of aerosols and we relate these 
characteristics to boundary layer height structure. We 
interpret the PBL heights obtained in nontraditional 
ways such as ground-based lidar measurements of 
aerosols. We understand the variability and long-term 
changes in PBL structure and aerosol properties for 
clear sky days. A global PBL height climatology will, 
perforce, be based on automated algorithms applied to a 
very large data set. Such an approach is different from 
the careful and detailed examination of lidar profiles and 
short-duration micrometeorology PBL studies. The 
goals of this investigation are to study the variation of 
boundary layer height and aerosol properties over 
Hampton and to evaluate the automated algorithm to 
retrieve aerosol properties and boundary layer height.  

2. DATA AND METHODS 
The 48-inch lidar with its enormous collecting area 
provides the vertical structure of boundary layer height 
and aerosol optical properties. The HU lidar operates at 
1064, 532 and 355 nm using a Nd:YAG laser with a 
repetition rate of 20 Hz. Under normal operation each 
measurement consists of a 100s (2000 shots) average. 
However, for the purposes of this study, only elastic 
retrievals of 532 are presented.  
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To calculate the aerosol optical properties we have used 
the Klett method [6]. 

The boundary layer height obtained from a 
radiosounding measurement depends on the degree of 
the convection prevailing over the region. We have used 
the Bulk Richardson number which is a dimensionless 
parameter. The critical value of the Richardson number 
is 0.25. Above this value the turbulent flow becomes 
laminar flow. The PBL height is the height at which the 
value of Richardson number exceeds the critical value. 
Two different methods are used to calculate the 
boundary layer height from the lidar signal. The first is 
an inflection point method. The absolute minimum of 
the second derivative of the lidar signal is considered to 
be the mixed layer height [9], and this height is related 
to the middle of the transition zone (the interface 
between the mixed layer and the free troposphere). The 
second method used in this study is based on 
fluctuations in the signal. This method uses the 
maximum of the standard deviation of the lidar signal 
[10, 11]. Both of these methods consider that most of 
the pollutants, such as aerosols, are concentrated in the 
PBL. Thus, at the boundary between the mixing layer 
and troposphere (or the residual layer), a large decrease 
in the concentration of aerosol is observed as a steep 
decrease of the range- corrected signal. A summary of 
seasonal variability of aerosol properties and boundary 
layer height and aerosol optical properties is presented 
in this study. 

3. BOUNDARY LAYER HEIGHT RETRIEVED 
FROM LIDAR SIGNAL 

The boundary layer heights have been calculated using 2 
methods; inflection point method and standard deviation 
method. The temporal variability of boundary layer 
height during 2010 and 2011 is analyzed. A comparison 
of the different methods is shown in Figure 1. It can be 
observed from the figure that variation of height of 
boundary layer occurs more during daytime when most 
of the convection process helps the development of the 
boundary layer height. The STD method shows lower 
values of PBL height compared to the second derivative 
method.  

  

 

 
Figure 1. 6 h average of boundary layer height for spring 2010 
and 2011. The height of the boundary layer is obtained using 
standard deviation method (STD) and second derivative of the 
signal (DER). 1 is the first average  between 0:0 to 6:00, 2 
between 6:00 and 12:00, 3 is the average between 12:00 and 
18:00 and 4 is the average between 18:00 and 23:00 and 5 is at 
midnight.  

Figure 2 shows the seasonal variation of planetary 
boundary layer based on derivation method. The PBL 
top is higher in summer compared to winter. The 
variation of PBL height is more remarkable at the time 
interval of 12:00 to 18:00.  

 

Figure 2. Seasonal variability of PBL height calculated using 
the second derivative of Lidar signal. 
 

4. COMPARISON OF PBL HEIGHT OBTAINED 
BY LIDAR AND RADIO SOUND 

A comparison of PBL height obtained by lidar signal 
and radiosonde measurement is shown in Figure 3.From 
the figure we observe that the low level atmosphere 
condition is highly dependent upon local weather and 
meteorology conditions. We cannot easily base PBL 
height on radiosonde data from Wallops Island which is 
a distance of over 150 km from Hampton. 
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Figure 3. PBL height comparison Lidar and Radio sounding. 

 

5. AEROSOL OPTICAL PROPERTIES  
We have considered summer and winter as the two main 
seasonal variation periods for comparison of the 2010 
and 2011 aerosol extinction coefficients. From Figure 4 
both winter and summer 2011 show high aerosol 
concentrations and aerosol extinction coefficient values 
within the boundary layer height. In 2011 aerosols are 
also observed at high altitudes, especially in summer.    

 
Figure 4. Vertical profiles of aerosol extinction coefficients at 
532 nm for 2010 and 2011. For each summer month we have 
chosen days with a measurement duration of at least 12 hours 
and averaged. The aerosol extinction coefficient is calculated 
based on Klett method and using a proper Lidar ratio. 

6. AEROSOL MASS CONCENTRATION  
The mass concentration of aerosols is measured at 
NASA Langley, which is approximately 10 km from 
Hampton University. The seasonal variability of PM2.5 
(aerosol with diameter less than 2.5) aerosol mass 
concentration on 2011 is analyzed. Figure 5 shows the 
summer and winter comparison of PM2.5 mass 
concentration.  

 

 
Figure 5. PM2.5 mass concentration for 2011 summer (top) 
and winter (bottom). 

7.  RELATIONSHIP BETWEEN MASS AND 
BOUNDARY LAYER HEIGHT 

The impact of the boundary layer on mass concentration 
and aerosol optical properties has been shown by 
Boyouk et al [12]. Figure 6 shows the relationship 
between boundary layer height and mass concentration. 
The boundary layer height obtained in Hampton from 
lidar measurements is well correlated to the particle 
mass concentration. From the figure it is clear that in 
low level of atmosphere the Wallops PBL height using 
radio sounding is not well correlated to PM2.5.  

 

 

 
Figure 6. PM2.5 and boundary layer height relationship. 
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8. SUMMARY 
 We performed lidar observations over Hampton, VA, 
USA that allows for better understanding of aerosol 
characteristics and boundary layer structure. We have 
calculated the boundary layer height using two different 
methods and retrieved aerosol extinction and backscatter 
coefficients and aerosol optical properties.  Boundary 
layer structure can impact the characterization of 
aerosols. The study of boundary layer height over 
Hampton shows that continental-coastal winds in this 
area are the prominent process impacting the height of 
boundary layer. The climatology of aerosol extinction 
coefficient exhibits higher values above the boundary 
layer in summer and spring.  
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ABSTRACT
Stratosphere-Troposphere (ST) radar wind profilers 
(RWPs) are typically built in the 400 – 500 MHz range 
and often use coaxial-collinear (COCO) antenna 
elements and monolithic transmitters. COCO elements 
are large and fragile, limit sidelobe control, and limit 
antenna sizes. Monolithic transmitters are not easily 
reconfigured for different powers and are difficult to 
maintain. The lack of scalable antennas and transmitters 
has meant that ST systems have limited configurations.

A new wind profiler model from DeTect, Inc. 
(RAPTOR FBS-ST), is scalable in both the antenna and 
the transmitter. The antenna uses Yagi-Uda elements, 
each with a solid-state phase shifter to allow Full Beam 
Steering (FBS) and uses “thinning” to control sidelobes. 
The transmitter is constructed of 2-kW blocks allowing 
configurations from 2 thru 16 kW and higher. These 
features allow the system to be produced with various 
antenna and transmitter sizes to create a power-aperture 
product (or cost target) to match the user’s needs (e.g., 
boundary layer through full ST radars).

In 2010 the DeTect RAPTOR FBS-ST was 
competitively chosen by the US National Weather 
Service (NWS) to replace the NOAA Profiler Network 
(NPN) systems. The Next Generation NPN (NGNPN) 
Demonstration unit has been operating in Longmont, 
CO since mid-2009. The first production system is 
installed at the NWS Radar Operations Center (ROC) in 
Norman, OK. Three more units will be installed in 2012 
(see Figure 1).

1. SYSTEM SPECIFICATIONS
The RAPTOR FBS-ST can be built with various 
configurations for the antenna and the transmitter. 
Radar health and status monitoring is built-in 
throughout the system.

For the NWS, the RAPTOR FBS-ST was designed to 
have the same performance as the original 404 MHz 
systems, installed for the NOAA Profiler Network 
(NPN) in the early 1990’s. Table 1 lists specifications 
for the RAPTOR 449 MHz FBS-ST 256e-12kW used 
for the NPN. 

Figure 1: RAPTOR FBS-ST installed in Norman, OK.

Table 1: RAPTOR FBS-ST Specifications for NPN Model

Transmit Frequency 449 MHz (for USA)
Transmit Power 12 kW (peak)
Duty-Cycle (max) 15%
Antenna Diameter 12 m
Number Elements 256
Element Type 3-element Yagi-Uda
Amplitude Taper 30-dB Taylor weighting
Antenna Gain 31 dBi
Beamwidth < 5°
Steering Anywhere in cone ± 20°
Transceiver Single conversion heterodyne
DAC & ADC 16-bit transmit and receive
Lowest Range Gate 170 m

2. ANTENNA
The antenna array is composed of 256 Yagi-Uda 
elements, each fed the same power, but arranged in a 
computed thinned pattern to create the desired 
amplitude taper, in order to control sidelobes. Random 
thinning is used, which creates unsymmetrical random 
sidelobes. See [1] for information on antenna thinning. 
Figure 2 shows the antenna array element layout. 
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Figure 2: Antenna array layout, showing random thinning

For antenna steering, each Yagi element utilizes its own 
4-bit PIN diode phase shifter. This allows for Full 
Beam Steering (FBS), meaning the array can be pointed 
anywhere in a cone above the radar. This allows for 
normal Doppler Beam Steering (DBS) (i.e., 5 beam: N-
S-E-W-V) or more complex steering such as zenith 
angles tailored for each mode, rotating the azimuth to 
avoid clutter, and also Velocity-Azimuth Display 
(VAD) pointing (and processing). The FBS ability also 
allows for sun-tracking (for antenna and receiver 
verification) any time of year (depending on site 
latitude). The phase shifters are solid-state and therefore 
have no moving or wearing parts and conceivably could 
last for the life of the radar itself. An installed phase 
shifter assembly is shown in Figure 3.

Figure 3: Phase shifter in NEMA 4X enclosure under the 
antenna.

Antenna pointing is accomplished via serial 
communication’s commands originating from the Wind 
Profiler Computer (WPC). These serial commands are 
converted from RS-232 to RS-485 and distributed to the 
Phase Driver Units (PDUs), along with DC power for 
the phase shifters. There are 8 PDUs for the 256 
element array, each powering and controlling 32 phase 
shifters. All phase shifters and the PDUs are monitored 
for operation. Figure 4 shows a Secondary Divider 
Enclosure with open door. 

Figure 4: Secondary Divider Enclosure (SDE) under the 
antenna showing 64-way divider and PDU. Door is 
normally closed and enclosure is water-tight.

Since array thinning is used to control sidelobes, 
unequal RF power dividers are not required for the 
antenna feed system. This allows a highly simplified 
feed system composed of a single 4-way divider and 
four 64-way dividers. 

The overall design of the antenna allows for graceful 
degradation of almost any component. For example, 
individual phase shifters, Yagi’s, cables or PDUs can 
fail and the antenna will still form the main beam 
(pointed in the correct direction), albeit, with 
potentially higher sidelobes and a wider beam width. 
The efficacy of this point can be best illustrated by 
noting that this thinned array originated by thinning a 
filled 448 element array by about 57%. 

All RF and DC connections for the antenna array are 
located within NEMA 4X housings, so there is no risk 
of water intrusion and no need for vulcanizing tape or 
other water-proofing aids on RF connections.

3. TRANSMITTER
The 12-kW transmitter is composed of 2 kW base units 
combined in a high-power RF combiner. Redundant DC 
power supplies are also used. The design specifically 
allows for higher or lower powers and soft-fail 
capability. Figure 5 shows the transmitter in a 12-kW 
configuration (i.e., 6 2-kW power amplifiers). 

To fully protect the transmitter and always allow 50-
Ohm operations, the Transmit/Receive (T/R) Switch 
utilizes an isolator composed of a ferrite circulator with 
the 3rd port terminated to a higher power load. After the 
isolator a duplicate circulator is used along with a high 
power PIN diode passive limiter to protect the receiver. 

At the output of the 2nd circulator a harmonic filter is 
used, finally a high-power dual directional coupler for 
monitoring forward power and antenna VSWR, and 
finally a high power lightning arrestor. 
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Figure 5: RAPTOR FBS-ST transmitter stack showing 6
2-kW units, 3 redundant power supplies and RF 
divider/combiner. 

4. PROFILER DATA SYSTEM
The Profiler Data System (PDS) utilizes (a) optimized 
sampling strategies, (b) a modern digital transceiver, 
and (c) advanced signal processing for the generation of 
reliable and accurate meteorological data products.

The sampling strategies include the use of 4-beam 
antenna pointing (which has been shown by Adachi [2]
and others to significantly improve data quality) and 
the use of several radar modes in order to optimize 
atmospheric sampling. One mode utilizes a single short 
non-coded pulse to provide spatial sampling with the 
highest resolution as low as possible, just above ground 
level. Since radar sensitivity limits the maximum 
altitude of these observations, another radar mode uses 
a 4-bit code version of this short pulse in order to 
extend these high-resolution observations to greater 
altitudes in the lower troposphere. A third mode uses a 
4-bit code with a long pulse in order to maximize radar 
sensitivity and to extend observations to 16 km and 
higher above ground level.

4.1 Digital Intermediate Frequency Transceiver
The digital transceiver employs an off-the-shelf 
Software Defined Radio (SDR) card, which is 
composed of a Field Programmable Gate Array 
(FPGA), a 16-bit digital-to-analog converter (DAC) for 
creating the transmit waveform, and a 16-bit analog-to-
digital converter (ADC) for digital sampling the radar 
return signal.

Through the use of the programmable FPGA and the 
DAC, shaped waveforms are transmitted which 
specifically maximize use of available frequency 
spectrum yet can be perfectly processed with the radar 
matched filter. For example, raised-cosine pulses are 
easily created and used for the complimentary bi-phase 
pulse coding. 

4.2 Signal Processing
Time series data from the SDR Card are processed 
using long Fast Fourier Transforms (FFTs), with 16k or 
more points in order to minimize aliasing of out-of-
band noise and radio frequency interference (RFI). 
Estimates of incoherently averaged radar Doppler 
spectra are generated using a technique that minimizes 
effects of intermittent clutter as shown in [3] and [4].
Nevertheless, these radar spectral estimates generally 
will include, in addition to noise and radar return from 
the atmosphere, some contaminating signals from other 
sources (i.e., ground clutter, RFI, bird and aircraft 
echoes, hydrometeor echoes in antenna sidelobes, etc.). 
Therefore, noise and all signals present in these spectra 
are detected and measured.

This multiple-signal spectral information is processed 
to identify and to separate the atmospheric radar return 
signals from radar spectral noise and from any 
unwanted contaminating signals that may be present. 
That process includes using the time-height continuity 
and the consistency across four radar antenna beams, 
which are expected for most radar return from the 
atmosphere. In addition, the properties of spurious 
signals are also used to identify and to discriminate 
against their contribution to meteorological data 
products. Finally, quality controls are utilized [5] to 
screen out any remaining outliers in the wind data. The 
entire signal processing chain provides a high degree of 
immunity to RFI, birds, planes, ground clutter, and 
other sources of interference to wind profiler 
operations.

5. SCALABILTIY
As noted in the antenna and transmitter descriptions, 
each can be scaled for various sizes and powers. This 
allows the radar to be built for BL through ST use.

The antenna is built utilizing 64-element sections. This 
allows for 64, 128, 192, 256, 320, 384…512 element 
arrays. Each size only requires a new layout and a 
smaller or larger ground plane. The functionality and 
operations of the antenna is identical any configuration. 

The transmitter is similarly designed to allow simple 
scalability. The 2-kW base units can be pared down to 
only one unit, or increased to 8 or more, depending on 
the antenna size. Again, the functionality and 
operations are identical no matter what size is used. 
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These features allows for a high degree of system 
tailoring depending on user requirements or budget. 
This design also allows a system to be easily upgraded 
in the future if a smaller less-powerful system was 
initially installed.

6. DATA RESULTS
Data collected from the RAPTOR FBS-ST was shown 
to meet NWS objective accuracy requirements (in the 
original procurement) of 0.5 m/s. Data comparisons 
were conducted between local Rawinsondes, the Rapid 
Update Cycle (RUC) model hourly analyses and a 
nearby NPN profiler in Platteville Colorado (PLCT2). 
A small discrepancy was noted between modes but has 
been attributed to mode-specific pulse-width range 
weighting. 

During the month long test, the Raptor wind profiler 
operated in three modes – Lo-low, Low and High to 
provide altitude coverage from 165 meters to 16,265 
meter above the ground level (AGL).  The operating 
parameters are shown in Table 2 below.  Note the modes 
overlap slightly.  Figure 6 shows the data availability with 
height. 
Table 2: RAPTOR Modes for NWS NPN Operations

Mode LO-LOW LOW HIGH
Pulse Duration (µs) 1.4 1.68 6.81

Code Length (chips) 1 4 4

Sampling interval (m) 62.4 80.6 199.6

Lowest Range (m) 165.3 1894.5 4490.4

Highest Range (m) 2288.4 5844.8 16265.4

No. Range Gates 35 50 60

Figure 6: Altitude performance during winter 2009 testing 
period, comparing RAPTOR and nearby NPN system.

Figure 7: Comparison data showing RAPTOR FBS-ST 
data on the top and an older NPN system (data is shown 
above MSL).
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1. ABSTRACT 
Assessment of climatic conditions for a wind farm 
project includes the study of the wind characteristics on 
a particular site. It concerns not only mean wind speed 
and direction statistics but also other wind parameters 
like shear values over the whole rotor area, flow-
inclination and turbulence intensities. If long considered 
as secondary parameters, these values are now 
becoming more and more critical to develop and 
optimize a wind farm project. 

With the spread of the remote sensing Lidar 
technologies in concrete resource assessment program, 
it should be clearly investigated the accuracy of 
Turbulence Intensity measurement with Lidars and how 
it compares to traditional anemometry. This paper aims 
to study this purpose on Pulsed Lidars and propose an 
alternative method to improve remote sensor accuracy. 

2. TURBULENCE INTENSITY AND 
TURBULENCE CURVE. 

Turbulent diffusion is generally characterized by its 
second order moments. In the wind energy industry, one 
wants more specifically to study the wind regimes with 
the Turbulence Intensity (TI) parameters given by the 
standard deviation over the mean value of the wind 

speed       (            )
    (            ). TI is usually measured 

over a period of 10 minutes.  

Starting from this measurement of temporal intensity, it 
is possible to determine turbulence curve which is 
characteristic of the field. This curve depends on 
altitude and direction sector and is calculated by 
averaging occurrences of TI corresponding to Wind 
speeds values between            and    
(   )      (Example in figure 4 and 5). This curve 

can help choosing the most appropriate wind turbine 
and forecasting its power curve as well as its service 
life. 

3. PULSED LIDAR CLASSICAL METHOD 
Accurate measurement of TI is necessary, mainly for 
site suitability analysis. Several Lidar to cup 
comparisons have however shown a deficit in the ability 
to accurately retrieve this parameter especially on 
complex field (see blue scatter plot in Figure 3) and the 
reasons of that are being closely investigated on 
WINDCUBE Pulsed Doppler Lidar system. 

Usually, Wind pulsed lidar measures turbulence 
intensity using the algorithm below where 
                     are the radial speeds measured by 
the Lidar in North, East, South West respectively 
(Figure 1). 

Every second, the WINDCUBE Lidar calculates two 
horizontal wind speed components U and V. The 
retrieval process mixes two opposite radial wind speeds 
from the four measured for each of the U and V 
components. Example below for one sample i of  ( ): 

      ( )   
       
                            

Therefore, the standard deviation estimated by the 
WINDCUBE on the x-axis for example is given by:  

   (      )  
   (     )             

 
    

(     )             
 (    ) 

    
                  

  

 

Compute 
Wind 

components 

𝑉𝑉 𝑡𝑡 𝑉𝑉 𝑡𝑡+  …  𝑉𝑉 𝑡𝑡+𝑁𝑁
𝑉𝑉  𝑡𝑡  𝑉𝑉  𝑡𝑡+  …  𝑉𝑉  𝑡𝑡+𝑁𝑁
𝑉𝑉   𝑡𝑡  𝑉𝑉   𝑡𝑡+  …  𝑉𝑉   𝑡𝑡+𝑁𝑁
𝑉𝑉   𝑡𝑡  𝑉𝑉   𝑡𝑡+  …  𝑉𝑉   𝑡𝑡+𝑁𝑁

⬚

 

𝑉𝑉 𝑡𝑡 𝑉𝑉 𝑡𝑡+  …  𝑉𝑉 𝑡𝑡+𝑁𝑁 

Deduce 
horizontal 

speeds 

𝑉𝑉   𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 (𝑉𝑉 ) 

𝑇𝑇𝐼𝐼  𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚  𝑠𝑠𝑠𝑠𝑠𝑠(𝑉𝑉 )
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑉𝑉ℎ) 

𝑈𝑈𝑡𝑡 𝑈𝑈𝑡𝑡+  …  𝑈𝑈𝑁𝑁

𝑉𝑉𝑡𝑡 𝑉𝑉𝑡𝑡+  …  𝑉𝑉𝑁𝑁

𝑊𝑊𝑡𝑡 𝑊𝑊𝑡𝑡+  …  𝑊𝑊𝑁𝑁
 

Compute 
horizontal 

speed and TI 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

117

Session 7

While the correct parameter to retrieve is    (     ), 
on the above expression it is seen that the vertical 
component influences the turbulence intensity measured 
by the Lidar through its second order moments: 
variance and covariance. 

In simple field, vertical components   and      are 
usually weakly correlated especially on high altitude, 
therefore measuring turbulent intensity is accurate using 
the classic method (figure 6 and 7). On the other side, in 
complex field, vertical component is highly correlated 
to radial measurement, especially for low altitudes; 
therefore the measurement of turbulent intensity is 
highly noisy (figure 6 and 7). 

4. ENHANCED METHOD 
The study of turbulence intensities with Lidars requires 
a good estimation of the vertical wind speed and 
standard deviation of it. For this reason the 
configuration of WINDCUBE® V2 Lidar has been 
improved by adding a vertical beam that measures 
directly   wind speed component (Figure 1, blue 
beam). 

Unlike the classical method where wind components 
variances where noised by each other       (  ), 

the new design provides an accurate measurement of   
wind component. Through this direct measurement of 
vertical speed, decoupling verticals variation from 
horizontal variation (     ) is made in order to improve 
TI measurement accuracy. This method was tested on 
complex and simple fields with the aim to quantify the 
contribution of vertical shooting. The results are shown 
in the following section. 

5. RESULTS 
In order to validate the effectiveness of the vertical 
beam, two measurement campaigns were held in 
Risoe’s test field in Hovsore (Simple terrain) from June 
2011 to September 2011 and in CRES’s test field in 
Lavrio (Complex field) from August 2010 to October 
2010. During these campaigns, WINDCUBE TI 
measurements were compared to Mast cup anemometer 
on different altitudes. 

In complex field, conventional method is inefficient 
(Figure 3). Correlation factor is low (0.3 to 0.5) and root 
mean error (rmse) is high (0.08). Furthermore, 
turbulence curve is overestimated and error can reach 
50% (Figure 5). Contrariwise, the conventional method 
provide acceptable results on simple field (rmse= 0.02 
and   =0.8) and turbulent curve is accurately estimated 
with average error <15% (Figure 4). 

Using a vertical beam to measure W wind component 
allows “de-biasing” the measurement of horizontal 
turbulent intensity. This measurement results on better 
accuracy of turbulence accuracy (Figure 3) where error 
percentage is decreased by 30% in average (Figure 5) 
and permitted better correlation coefficient: 0.88 using 
the vertical beam compared to 0.34 using classic 
method (Figure 3). This can also be seen on root mean 
square which decreased from 0.1 to 0.02. 

This improvement is observed on all altitudes (Figure 6 
and 7) and allowed to obtain constant rmse of 0.02 
which does not depend on altitude nor field complexity. 

 
Figure 2 : Comparing TI measurement methods 
efficiency on Simple field (Direction 150° to 180°, 

Altitude 80m) 

 
Figure 3 : Comparing TI measurement methods 
efficiency on Complex field (Direction 0° to 30° , 

Altitude 76m) 
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Figure 4 : Turbulence curve on Simple field compared to reference (Direction 150° to 180°, Altitude 80m) 

 
Figure 5 : Turbulence curve on Complex field compared to reference (Direction 0° to 30° , Altitude 76m) 

 

Thanks to direct vertical wind speed measurement, 
turbulence curve error was reduced from 30% to 8% in 
the complex terrain of CRES and from 15% in average 

to 8% in the simple terrain of Risoe. In order to validate 
this method, more measurement campaigns are 
scheduled in other terrains. 
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Figure 6 : Correlation Factor of Lidar TI measurement compared to Cup reference. 

 
Figure 7 : rmse of Lidar TI measurement compared to Cup reference. 

6. CONCLUSION AND PERSPECTIVE 
The turbulence measured by the Cup anemometer 
differs from the turbulence reconstructed by the Lidar 
because of the Lidar reconstruction process. This 
process mixes the vertical and horizontal turbulences. 
To access the horizontal turbulence, we improved our 
WINDCUBE V2 design by adding a vertical beam 
which provides direct measurement of W wind 
component and we established a new turbulence 
reconstruction algorithm. This algorithm uses the 
second order moments of the vertical wind speed to 
obtain a new estimation of the horizontal turbulence 
intensity. We have succeeded in enhancing TI 
measurement accuracy and minimizing the error on 
turbulence curve on simple and complex terrain. 

Ongoing effort is on the improvement of this method to 
reach higher quality estimations of turbulence 
intensities and validating this method on new 
measurement campaigns. 
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ABSTRACT 
Field results from a new bistatic receiver are described. 
The receiver has 16 rows of 4 low-noise electret 
microphones (64 total) with very low power 
consumption. The receiver receives all scattered sound 
from a single vertical transmission made by a 
transmitter about 40m distant. Phasing of the 
microphone rows via FFT methods allows, in virtually 
real-time, for a wind component profile to be obtained. 
Two new bistatic receivers, together with a central 
monostatic receiver, allow wind vector profile to be 
obtained from a single atmospheric column: each wind 
vector is obtained from a 'common volume', thus 
avoiding the problems inherent in monostatic lidar and 
sodar systems. In practice it is possible to detect where 
in space the transmitted sound pulse is, or alternatively 
range gate according to time. The new receivers are 
100x480x50 mm, and extremely light, so fit readily into 
a small suitcase, although they do need mounting on a 
tripod. The receivers can be solar-powered, with 
wireless communication to a central PC. 

Comparisons are made with an ASC monostatic sodar. 
It is found that the new bistatic receiver has a range 
comparable or exceeding the monostatic system. 
Individual ten-minute profiles are compared. The 
correlations are similar to those typically reported for 
monostatic sodars being compared with masts. The 
difficulty then is in knowing whether the small 
differences are due to the spatially distributed sampling 
volumes of the monostatic instrument. Unfortunately 
we are not fully convinced that this will be elucidated 
by comparison with mast instruments. 

1. MOTIVATION 
Lidars and sodars measure the Doppler shift due to the 
radial component of wind along off-vertical beam 
directions. Measurements from 3 or more beam 
directions are used to build up the 3 components of the 
wind vector at each height, as shown in Fig. 1. The 
assumption in this method is that the same wind is 
present in each of the volumes sampled by the various 
beam directions [1]. 
Very good wind estimates are obtained by both lidars 
and sodars if this assumption is true. Numerous 
comparisons with mast-mounted instruments, on flat 

terrain, and with steady flow, have shown correlations 
with R2 > 0.985 for either lidars or sodars. 

 

 

 

 

 

 

Figure 1. Wind vectors are assembled at each height 
layer by estimating the radial Doppler shift from a number of 
sampling volumes in a conical scan. 

When wind flow is not horizontally homogeneous (in 
complex terrain), the radial wind equations contain 
different wind components (Fig. 2). For example, a 3-
beam system sampling 3 separate volumes at a 
particular height will have u1, u2, and u3 for the easterly 
wind component instead of just u, and 9 wind 
components in total, instead of just 3 [2]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. Different volumes in a conical scan contain 
different winds, especially in complex terrain. 

Measurements using conventional lidar or sodar 
technology show up to 6% errors in wind speed 
estimates in complex terrain, when compared with 
mast-mounted instruments (Fig. 3). In this situation, the 
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mast instruments measure in a single volume at a 
particular height, and so do not show errors due to 
horizontal variability of the wind [3][4]. 

 

 

 

 

 

 

 

 

 

 

Figure 3. Measurements at a moderate hill site (ZephIR 
lidar measurements in green, AQ500 sodar measurements in 
brown), and at a complex site (Metek sodar measurements in 
blue). Model results are shown for a bell-shaped hill 
potential-flow model (orange), WindSim (purple) and 
OpenFOAM (red) for the complex site. 

 

2. COMMON VOLUME SCANNING
Doppler shift, the signal which gives wind information, 
occurs when there is a component of the wind along 
either of the transmitted and received beams. A 
geometry having vertical transmission and oblique 
reception will give Doppler shift (Fig. 4). 
 

 

 

 

 

 

 

Figure 4. The common volume configuration is based on 
a conical scan of receivers, so that all the Doppler shift 
components originate from a single volume. 

Previous common-volume systems, also known as ‘bi-
static’, have directed the receiver beams to a single 
volume [5]. Here we describe a scanning common 
volume system, in which the receiver beams track the 
acoustic pulse which travels vertically upward from the 
central transmitter [6]. 

 

3. A NEW MAST-LIKE SODAR 
The new scanning common-volume system consists of 
a central transmitter, directed vertically, and 2 inclined 
phased-array receivers, each at a distance of around 
40m from the transmitter, as shown in the photograph 
in Fig. 5. 

 

 

 

 

 

Figure 5. Photograph of a receiver front panel showing 
the 64 electret microphones. The overall dimension is 500 x 
100 x 50mm. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. The beam configuration has 4.5º half-beam 
width in the vertically scanning plane, and a 20º half-width 
laterally. 

This gives a narrow beam in the vertical (scanning 
plane) and a broad beam in the lateral direction (which 
facilitates alignment with the columnar transmitted 
beam. 

Results from scanning the array in both the vertical 
plane and in frequency are shown in Fig. 7.  The 
position of the transmitted pulse in space can be clearly 
seen.  With this system it is possible to track the pulse 
as it ascends the sampled column. A typical received 
spectrum is also shown in Fig. 8. 
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Figure 7. Scan over height and frequency by phasing the 
microphone rows.  The position of the transmitted pulse at 
the time of the scan can be clearly identified. 

 

 
Figure 8. Measured received spectrum from 120 m. 
height. Signal-to-noise ratio is about 10 dB, but this will vary 
with conditions.  

4. WIND DRIFT DOPPLER CORRECTIONS 
When tracking the transmitted pulse we found that its 
position drifts a little with the wind [7].  The geometry 
is shown in Fig. 9. The receiver is sensitive to a narrow 
field of view at zenith angle 0 and measures a 
spectrum from a short time interval centered on time t0 
from the time of transmission. The horizontal wind u 
carries the sound downwind a distance ut0. The sound 
which reaches the receiver, coming from zenith angle 
0 has originated upstream from the transmitter a 
distance ztan1, where z is the height of the scattering 
volume, as shown in Fig. 9. A measurement of 
fractional Doppler shift is made 
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where fT is the transmitted frequency, c is the speed of 
sound, and u0 is the inferred wind speed if wind drift 
corrections are not made.  From the figure, 
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where z0tan0 = D.  For u0 = 3.4 m s-1, D =40 m, and z0 
= 100 m, the correction is 5%, and so is significant. The 
difference between z and z0 is less than 1 m. 

 

 

 

 

 

 

 

Figure 9. The geometry in a single vertical plane 
showing the transmitted beam drifting to the right with the 
wind and the received beam also drifting.  

5. FIELD MEASUREMENTS 
The central transmitter was provided by an ASC4000 
monostatic sodar, and the common-volume receivers 
synchronized with its transmit pulse.  This 
configuration allowed both monostatic and common-
volume Doppler profiles to be obtained simultaneously.  
Fig. 10 shows a succession of 10-minute average 
profiles from both instruments. 
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Figure 10. A succession of Doppler profiles, every 10 
minutes, for an ASC4000 monostatic sodar (red) and one 
common volume receiver (blue). The monostatic profiles are 
corrected to allow for the different Doppler formula in the 
bistatic mode.  

These Doppler measurements are readily converted to 
wind speeds.  A scatter plot is shown in Fig. 11. 

 
Figure 11. Raw data scatter plot of wind speeds measured 
during a short period of a few hours by an ASC4000 
monostatic sodar and a common volume receiver. 

This is a raw data plot. The only filtering which has 
been applied is to reject data points which have 
unphysical vertical wind shear. This simple filter 
mostly rejects data from the uppermost ranges, where 
signal-to-noise ratio is lower.  The filter is applied only 
on the basis of single-instrument data. 

6. CONCLUSIONS 
Ideally wind measurements by ground-based remote 
sensing instruments are, at each height, from a single 
well-defined volume. Current lidars and sodars 
combine measurements from several volumes at each 
height.   

We are designing a common volume system, in which 
all wind data at each height comes from a single well-
defined volume. This system scans within a vertical 
column, so that winds are obtained from a similar 
geometry to those from a tall well-instrumented mast. 
Field results show, on flat homogeneous terrain, close 
agreement with wind profiles obtained by conventional 
instrumentation. Results shown here are essentially 
without any data quality control or filtering, apart from 
a very simple extreme error filter.  Once the usual data 
filtering is implemented, of the type which is 
operationally applied in all sodar and lidar systems, it is 
expected the agreement between instruments will be 
much closer. The new common-volume scanning
receivers are extremely light, very compact (can be 
carried in one hand) and, being passive, consume very 
low power. 
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ABSTRACT 
Wind waves and swell complement each other as a 
coupled system. The degree of modulation of each 
because of the other depends on a host of variables. 
While short waves adjust rapidly to the changing 
environmental conditions, swell on the other hand can 
propagate across large distances without much loss of 
momentum and are independent of the local wind 
conditions. Recent investigations and remotely sensed 
spatial data show that waves propagate in groups and 
energy is concentrated over a small range of wave 
numbers and wave groups of different wave numbers 
can coexist.   The influence of non-stationarity and 
interaction of wind waves with swell   is analyzed using 
wavelet transforms.  The effect of the directionality and 
magnitude of swell must be considered to understand 
local small scale interactions. The long wavelength of 
the waves absorbs momentum from the wind leaving 
the short wavelength waves exposed to smaller wind 
stress. The coupling between the wind waves and swell 
affects both the growth rate and frequency of waves at 
the peak of the wind wave spectrum.  As part of the 
study, simultaneous measurement of surface wave 
fields and turbulence were carried out using laser 
altimeters and sonic anemometers mounted on the 
ASIT tower during the CBLAST experiment.  
Directional properties of the waves and swell are 
analyzed using a morlet wavelet. From the differences 
in phase of wave records, wave number and wind-wave 
and swell directions are derived. Wave energy densities 
are computed as a function of wavenumber and 
direction. Good time frequency resolution is seen with 
the use of use of wavelets in resolving wind-wave swell 
direction  

1. INTRODUCTION 
Over the oceans wind waves and swell interact as a 
dynamically coupled system. While the wind waves 
adjust rapidly to the changing environmental 
conditions, swell does not respond to changing wind 
conditions as fast as local winds. The net momentum 
flux transfer at the air-sea interface depends on the 
magnitude and propagation direction of winds, swell 
and wind waves. 

The wind-wave interaction is often described within the 
stochastic framework wherein the randomly changing 

waves are considered to be a part of a stochastic 
process. The random fluctuations of the sea surface are 
attributed to the transfer of energy across the air-sea 
interface. It is assumed that the wave field can be 
represented statistically by an average wave spectrum 
and is a realization of sum of infinitesimal waves 
propagating with random phases and directions such 
that distribution of energy in direction and frequency 
agrees with the observed spectrum. The spectral density 
function (wave spectrum) gives the magnitude of the 
time average of wave energy as a function of wave 
frequency. This is the basis of the stochastic description 
of the waves in random seas and assumes stationarity 
and ergodicity of the wave field [7]. However, the 
assumption of an equilibrium sea which is the basis for 
obtaining wave statistics from the wave spectrum is 
rarely valid over the open oceans. 

An alternative model for the description of the random 
sea is that the sea surface can be represented as a 
superposition of wave groups of different amplitudes, 
shape and velocities [5].  The wave groups are assumed 
to be Gaussian envelops and the permanency of the 
group, their evolution and dispersion depend on the 
amplitude and phase. The steepest groups show stokes-
like harmonics and it was found that steep groups 
propagate energy over short periods of time without 
significant loss of shape [8]. The balance between the 
stokes like harmonics   and the free waves depend on 
the intensity of wind forcing.  Recent field data, radar 
imagery as well as acoustic mapping of the sea surface 
indeed show the presence of wave groups which 
propagate over several periods in a given direction. 
Waves propagate in groups and their energy is 
concentrated in a small range of wave numbers along 
specific space time trajectories [9]. The observed 
spectrum is the result of random distribution of the 
amplitude, propagation direction and phases of these 
groups. 

Non linear interactions is believed to be the primary 
mechanism for the directional spreading of the wind-
wave and swell coupled system [1]. Directional 
distribution of waves over the ocean is taken in general 
to be  uni-modal. On the other hand, bi-modal 
distributions are primarily seen at the short wave 
portion of the spectrum, and are attributed to the 
directional characteristics of wind input and breaking 
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dissipation terms. From a modeling perspective, non-
linear ocean wave models rely upon accurate 
determination of the directional distribution of the 
waves. These models show minimum spreading at the 
peak frequency. Away from the peak frequency the 
spreading increases both across the lower and higher 
frequencies. Non linear influence decreases as the 
directional spreading of the wave energy increases. 
However, it is often found that observed phase speed of 
the waves is higher than those from numerically 
computed ones [3].  This is partly attributed to 
limitations in correctly modeling the directional wave 
spectra.  

How wave directionality influences wave development 
and its propagation is not yet fully resolved for complex 
mixed sea states and this forms the crux of the paper.  
Section 2 describes the wavelet method to study wave 
directionality over the oceans.  In section 3  the 
experimental setup is briefed.  In section 4  the wavelet 
method to extract the wind wave direction using the 
phase of a complex wavelet is briefly described.   
Results on the wave directionality and conclusions 
follow in the next two sections 

2. WAVELET ANALYSIS 
Wavelets are arbitrary functions      , such that 
             and satisfies the admissibility condition. 
A scaled and translated representation of         given 
as           is   

                                   
 
  
                           (1) 

where   represents scale and   is the translation of the 
signal [4, 10]. Further when            ;         
       .  The Morlet wavelet       is 
                     

                    (2) 

where      is in the range 5.3 - 6 to give good time and 
frequency resolution. Morlet wavelet is well localized 
in time and frequency.  The Gaussian envelope            
of         makes it a natural choice to analyse surface 
wave records.  

The Continuous wavelet transform (CWT) of a signal 
     is given by the integral. 

                          
 

  

  

                             
                   

 
                    (3)                        

The amplitude of CWT is the modulus of |         | 
and the phase is defined as 

                                            (4)  

Large values of           imply that the signal       is 
well correlated with         .  CWT is thus a time-scale 
representation rather than a time – frequency 
representation of the signal. The peak in             
which is the Fourier transform of the scaled and 
translated wavelet does not necessarily occur at 
frequency      [10]. The relation between wavelet scale 
and Fourier period is nearly same for Morlet wavelet. 
The wavelet power spectrum of the signal       is 
defined as |         |^2. The original signal       is 
recovered from           using the relation (ref…) 

           
  
           

 
  

 
          

  
             (5) 

where     a constant and its value is depends on the 
type of wavelet that is convolved with the signal. 
Convolution of the signal with the scaled and translated 
wavelet in Equation (1) can be implemented in an 
efficient manner in the Fourier domain. Convolution in 
the time domain is equivalent to multiplication in the 
Fourier domain.  The Parseval relation which relates the 
time and frequency equivalence holds for the wavelet as 
well.  

                                 
 
         

 
                  (6) 

3. EXPERIMENTAL SETUP 
Wave height measurements were carried out  using 
three downward looking Reigel make laser altimeters  
mounted  on the ASIT  during the OHATS experiment.  
The lasers are leveled on the ASIT platform such that 
they are perpendicular to the sea surface and they 
sample the waves at simultaneously at 50 Hz. This data 
is further downsampled to 5 Hz., after a suite of data 
processing procedures to obtain high quality data The 
horizontal separation of the altimeters is approximately 
2m and this distance between the lasers determine the 
minimum wavelength of surface waves that can be 
resolved.  

                    
 

 Figure 1. The position of the laser altimeters on ASIT   
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4. PHASE EXTRACTION AND DIRECTION 
PROPAGATION 

At any given instant of  time the three lasers sample the 
same surface at three intersections between the lasers 
and the sea surface  can be represented with the same 
amplitude but different wave phase. The phase 
difference        of a wave across two points        and       
(    =  1 2 3…- caret implies a vector) is given by 

                                                                             (7) 

where     is the wave-number vector.     has magnitude 
      and propagation direction    .  Similarly the 
separation vector between the laser altimeters       can 
be assigned a magnitude             and direction    .  
The phase difference between laser 1 and laser 2 (       
and between laser 2 and laser 3        can be recast 
from Equation (7) as  

                            
                           

The individual phase from each wave record is directly 
obtained by the wavelet transform using Equation 
(4).     ,              are computed from the 
configuration of laser altimeters. These two equations 
are solved to obtain the propagation direction   and 
wavenumber vector    [2].  

5. RESULTS 
Figure 2 shows the time series of wind speed, wind, 
swell and wind waves direction for Julian Days 282-
283 during the OHATS field experiment. This data was 
obtained from the nearby Martha Vineyard Coastal 
Observatory. During this period, the wind direction was 
nearly steady and from the open oceans.  The wind  

 
Figure 2: Time series plot of wind speed (Top panel) and 
wind direction, swell and wind waves direction (Lower 
panel). 

speed increased from ~ 3ms-1 to 6 ms-1 and came back 
to ~3 ms-1.  This period is of gradual increase in wind 
speed and then a subsequent decay at nearly similar 
rate. When the winds are persistent, currents are 
induced at the surface by wind stresses [3]. This implies 
higher propagation speed for the dispersive waves. This  
is further analyzed in the later figures.  Top panel of 
Figure 3 shows representative time series of wave 

heights obtained by the laser altimeters. The lower 
panel is the plot of wavelet transform which gives a 
time-scale representation of the ocean waves. 

As energy is a conserved property on the time-
frequency-time plane, the modulus of the wavelet 
coefficients provide an instantaneous spectral 
description and is useful to analyze transient 
intermittent signals. It is seen that the distribution of 
energy is highly intermittent with groups, propagating 
along different directions with varying amplitudes. 
Groups may coalesce or disperse depending on the 
phase of component waves. The waves propagate in 
groups with energy concentrated in a narrow 
wavenumber band. 

Figure 3. Wave height and its wavelet transform  

Within the group the wavenumber magnitude and 
direction is confined to a narrow range. Wave groups of 
different range of wavenumbers can coexist. As a group 
passes by, change in local energy and increase in 
frequency. The directional spectrum gives the statistical 
average of the propagation characteristics of the sea. At 
any given instant or position, energy may be 
concentrated at a particular wavenumber The variability 
is due to the passage of groups with various amplitudes 
and vector wavenumbers. Wave directional spectra are 
computed for each 20 minute data records for the 
mentined period. It is found they show a fair of 
variability in the swell and wind wave direction which  

 
Figure 4 shows the wavenumber-direction (Top panel) and  
frequency-direction (lower panel) representation of the  
energy density  of wind-wave  swell system for Julian 
Day283.0694.  The wind speed above the waves is ~ 6.5 ms-1 

is not seen in regular spectra.  Here we focus on three 
classes of wind-waves interaction. In the first case, 
winds are steadily blowing leading to growing wave 
field and higher wind speeds. We compute the energy 
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density corresponding to wind speed of ~ 6.5 ms-1 on
Julian Day 283.0694  on a wavenumber-direction plane. 
The wave energy density as a function of wave number 
and direction of propagation is obtained by averaging 
the wave energy at all the resolved wavelet scales 
which has the same  wave number and direction.  We 
see that much of the energy is confined along the swell 
propagation direction over a large range of wave 
numbers.  The lower panel shows direction-frequency 
representation of the same data. A clear bi-modal 
distribution of energy is seen in the direction of 
propagation.  Next in Figure 5 we consider a decaying 
wind field over a period of six hours and plot the 
wavenumber-frequency corresponding to Julian Day 
283.93. Unlike Figure 4 much of the energy is across 
the lower waves and no bimodal distribution is seen. 
Thus amplitude dispersion and Doppler shifting of 
higher wave numbers is much more pronounced for the 
decaying wind fields. 

Figure 5 shows the wavenumber-direction (Top panel) and 
frequency-direction (lower panel) representation of the energy 
density of wind-wave swell system  for Julian Day 283.93. 
The wind speed was  ~ 3.5 ms-1

In Figure 6 we consider a wave record for Julian Day 
290.5 where the winds are sufficiently high( >10 ms-1)
and swell wind wave frequencies were closer to each 
other. In this data record, over a short period of time the 
winds increased from 4 ms-1 to 14 ms-1. Also the wind 
direction was not steady compared to the previous 
Figures 4 and 5. This is reflected in the presence of 
some energy at 30o . In this case the energy in the low 
wave numbers is much more focused and there is 
change in direction of propagation of swell. The non-
linear energy transfer between swell and wind waves is
strongly affected by the location of the frequencies of 
swell and wind waves.  

Figure 6: Same as Figure 5 but for wind speed greater than 10 
ms-1 but without a gradual persistent increase in wind speed. 

6. CONCLUSIONS 
The sea surface as a random collection of groups 
propagating along different direction and amplitudes is 
easily seen by time-frequency transformations. Wavelet 
transforms are a convenient tool to elucidate many of 
the small scale processes over the air-sea interface. A
persistent moderate wind field results in a bi-modal 
frequency distribution. Amplitude dispersion is much 
more pronounced over decaying wind fields. Changing 
swell direction and frequency modulation is a result due 
to closely located swell and wind wave frequencies. 
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ABSTRACT  
 
    The height of the ground air layer has been studied 
with the use of the sodar data about monthly-averaged 
profiles of wind direction in Moscow city for period 
2004-2010. This parameter was supposed to be equal 
to the first level at which stable wind turning with a 
height is observed on a profile. As it is shown nearly 
at one third of cases this height was equal to 60 m or, 
sometimes, even higher – 80 or 100 m. In the rest of 
cases wind turning has been found at whole the range 
of the sodar data above ‘dead-zone’ of the sodar which 
is equal to 40 m. Thus, in the most of cases the ground 
air layer height is equal probably to 40 m or less. At 
the diurnal course the height of the ground air layer in 
average of several summer months is the most in the 
afternoon (from 80 to 100 m) and the least – at night 
(40 m or less).  
 
1. INTRODUCTION 
 
    The acoustic remote sensing of the atmosphere 
allows measurements of vertical profiles both of wind 
velocity and of wind direction with high spatial and 
temporal resolution ([1] and others). Among others, 
the sodar data about wind direction profiles may be 
used for determination of the air ground layer height. 
Accordingly to classic theory one of possible criteria 
of this height is beginning of steady right turning. As 
it is known, Coriolis force Fc = – 2 · [Ω×V], where Ω 
is the angular velocity vector and V is the velocity of 
an air particle. This force, being gradually increased 
inside the ground air layer, becomes comparable with 
other forces (frictional force and the force of baric 
gradient) which act to an air particle just above the 
ground air layer, i.e. in Ekman layer. At this layer 
which represents the upper part of the ABL, all these 
forces are of the same order. Unlike it, in the ground 
air layer below Ekman layer the Coriolis force is sig-
nificantly less than other forces so that, as a result, a 
wind direction here remains nearly constant [e.g., 2]. 
Thus this simple criterion may be used for detection of 
the ground air layer height.    
     Of course, wind direction inside the ground air 
layer may be a bit changed with a height at any mo-
ment due to the influence of atmospheric stratification, 
relief or some local air flows. However, any changes 
of wind direction there are random, i.e. non-systematic 
and, hence, have a tendency to be mutually  

 
compensated by each other under averaging of suffi-
ciently long time. Thus, the wind direction has a ten-
dency to be nearly constant in average of long periods.  
     It should be noted that both empirical data, and 
theoretical estimations of the ground air layer height H 
in the literature are equal usually to 50-100 m, but 
sometimes, under some specific conditions, this pa-
rameter H may be found in wide range: from 30 to 
200-250 m [e.g., 2-3]. Nevertheless, real estimations 
of the ground air layer height H remain questionable 
yet. Thus, any new measurements of this parameter 
seem to be an actual task for improvement of our 
knowledge about structure of the lower atmosphere.     
 
2. MEASUREMENTS AND METHODICAL 
QUESTIONS
 
     The acoustic remote sensing with the use of Dop-
pler sodar ‘MODOS’ of METEK German firm pro-
duction is carrying out at Meteorological observatory 
of Moscow University since 2004. The operative fre-
quency of the sodar is 2000 Hz, the vertical resolution 
consists of 20 m. The first level of wind measurements 
is 40 m (that is the middle of the first air layer from 30 
to 50 m above ‘dead-zone’ of the sodar which is avail-
able for measurements). Temporal resolution consists 
of 10 min that is the smallest time for calculation of 
reliable wind profiles. Monthly-averaged vertical pro-
files of wind direction for period from 2004 to 2010 
were calculated using special program and analyzed 
precisely for each month of sodar observations.  
     Some methodical questions should be noted re-
garding wind direction profiles. Their calculation is 
not trivial task because of cyclicality of a direction 
value. Evidently, values of 2º and 362º represent the 
same direction. However, any profile of wind direc-
tion may demonstrate multiple passing across 360º 
value so that automatic algorithm has been created for 
account of this effect. Recalculation of all direction 
values may be made in vicinity either of 0º, or of 360º. 
There is no principal question what edge of the range 
of possible direction values is chosen as a base, but it 
is important to have homogeneous sampling of the 
data which were received at the same time (i.e. across 
one profile). So, some automatic filter (critical value 
of maximal possible difference between initial values 
of direction on two neighbouring levels) was added at 
our program to exclude any passes across cycle and, 
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hence, to ensure homogeneity of each separate direc-
tion profile.       
     However it was found that sometimes real wind 
turning is unexpectedly strong. The sharpest changes 
of a direction both in time and in height are connected 
as a rule with nearly calm conditions at anticyclone 
center or at a saddle where values of wind velocity are 
extremely small. At these conditions wind direction at 
different levels is chaotic and does not demonstrate 
any clear tendency. At some cases sharp changes of 
wind direction, up to 200º and even more, take place 
both at different levels below 300 m height at the 
same profile and at the same level from one profile to 
another (i.e. after 10 min).   
     Besides, one more specific situation is passing of 
atmospheric fronts or ridge axes. At these zones wind 
direction is as a rule quite ordered at various levels but 
change very quickly in time. Thus, at these specific 
conditions an additional manual control of automatic 
calculations of wind direction profiles is needed. 
    A height H of the wind turning beginning was indi-
cated not only visually from profiles, but using two 
criteria. Firstly, a turning value α was used:     
 

   α = Di – Di-1                                    (1) 
 
where D is wind direction, i – any height level.  
However, so simple criterion is evidently insufficient. 
Then an additional co-efficient K of the turning 
change between two neighbouring height levels was 
applied:  
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In cases of almost constant wind direction with a 
height (i.e. in limits of the ground air layer) a value 
of α consists of 0.4º in average whereas a value of 
K is from 1.0 to 1.5 in average (as a rule, not more 
than 2). Above the ground air layer height H a 
value of α is usually higher than 1º inside every 
separate interval of 20 m. At the level of H a value 
of K at the most of cases is higher than 3 (in aver-
age is nearly of 5). Thus, great difference between 
values of both α and K below and above the level 
of H confirms objective base of this analysis.    
 
3. RESULTS 
 
    Preliminary results of this work as separate exam-
ples have been published in [4]. The most of results 
have been published by authors later in [5].  
    It was found that nearly in one third of cases (in 19 
from 59 months) for period from 2004 to 2010 a direc-
tion was nearly the same (with an accuracy of 1º) in-
side the lowest part of a profile whereas steady right 
turning took place above (see Fig.1 and Table 1). The 
‘vertical’ low part of profiles is marked on Fig.1 by 
bold points. As a rule a top of this ‘vertical’ part of 
profile consists of 60 m (Fig.1 b, c) and only some-
times it was found to be a bit higher –80 m (Fig.1 d,e). 

  
         a) August 2008; b) July 2009;

 
 

   c) February 2007;   d) November 2009; 

  e) December 2010; f) January 2008
Fig.1. Examples of monthly-averaged wind direc-
tion profiles. Moscow. Confidence intervals are
calculated with probability of 0.95.  
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Table 1. The ground air layer height (m) by the sodar data in Moscow in average of every month  

in 2004-2010.  

Month:  Jan Feb March Apr May June July Aug Sept Oct Nov Dec
2004 No data ≤40 60
2005 60 no data ≤40 
2006 60 ≤40 ≤40 ≤40 ≤40  ≤40 ≤40 ≤40 100 no data 
2007  60 ≤40 ≤40 ≤40 ≤40 ≤40 ≤40 ≤40 60 ≤40 60
2008 ≤40 ≤40 ≤40 ≤40 ≤40 ≤40  ≤40 ≤40 ≤40 60 60
2009 ≤40 ≤40 60 ≤40 ≤40 60 60 60 ≤40  80 80 60
2010 ≤40 ≤40 60 ≤40 ≤40 ≤40 ≤40 ≤40 ≤40 ≤40 80 80

Table 2. Diurnal course of the ground air layer height (m). Moscow, period from June to August of 2009. 

Time: 0-3 a.m. 3-6 a.m. 6-9 a.m. 9-12 a.m. 0-3 p.m. 3-6 p.m. 6-9 p.m. 9-12 p.m. 

Height: ≤ 40 ≤ 40 60 80 80-100 80 80 ≤ 40 

 
Evidently, in the rest 40 months the air ground layer 
was masked by ‘dead zone’ of the sodar so that its 
height was equal either to 40 m or less (Fig.1 a, f). A 
priory we expected that cases of values of H ≤ 40 m 
must be found mainly in summer. However, they are 
surprisingly distributed almost evenly all over the year 
so that comparatively tall H may be observed at any 
season. Of course, for more detailed measurements of 
this parameter it is necessary to use a mini-sodar with 
less ‘dead-zone’. Evidently, we can’t calculate now an 
average height of H for Moscow city because of great 
uncertainty of its values inside ‘dead-zone’ in the most 
of cases. In Ekman layer above H wind turning is right 
as a rule, except only some cases (e.g., above 160 m 
on Fig.1 c) – possibly, due to specific thermal wind 
during that month.  
    The daily course of H was studied separately for 
summer time of 2009.  As it is seen from Table 2 the 
ground air layer height is the highest in the afternoon 
(up to 100 m) and the smallest at night (40 m or even 
less). This result confirms classic theory about influ-
ence of the thermal stratification on the ABL structure.  
 
CONCLUSIONS 

1. At the most of cases the ground air layer 
height in Moscow city accordingly to the so-
dar data is inside of ‘dead-zone’ of the sodar 
that means value of 40 m or less. However, 
during nearly third of months this parameter 
consisted of 60 m or even a bit higher.  

2. At the diurnal course the ground air layer 
height is the highest in the middle of a day 
and the lowest at night.  

3. The most difference between wind direction 
at various levels in the ABL may be equal 
sometimes up to 200-250º in conditions of ei-
ther extremely light winds close to calm at 
center of anticyclone, at ridge axis or at a 

saddle, or during front passing above the 
sounding site.  

4. In average right wind turning is absolutely 
predominated in Ekman air layer that con-
firms classic Ekman theory.  
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ABSTRACT 
Boundary layer conditions in polar regions have been 
shown to have a significant impact on chemical 
exchanges between the snow/ice surface and the 
atmosphere. The ability to properly describe boundary 
layer characteristics (e.g. stability, depth and variations 
on a diurnal and seasonal scale) is essential in 
understanding the processes controlling these 
exchanges. Boundary layer depths at GEOSummit 
Station, Greenland have been described for a previous 
spring and summer season using near surface 
turbulence data [1], but direct measurements of the 
boundary layer for comparison were lacking.  

In this study, boundary layer depths for stable to weakly 
stable conditions are estimated using surface turbulence 
quantities derived from three 3-D sonic anemometers as 
well as gradient measurements of wind speed and 
temperature, all located on a 10 meter tower at 
GEOSummit Station, Greenland. These estimates are 
compared with direct boundary layer depth 
measurements from a sodar that was located 
approximately 50 meters from the tower. During this 
same campaign, measurements of ozone and nitrogen 
oxide concentrations and fluxes were undertaken at 
several heights on the 10 m tower. In addition to testing 
the diagnostic equations used for boundary layer depth 
estimation, this comparison of near-surface turbulence 
data, sodar observations and surface chemistry assists in 
the understanding of how surface processes influence 
the boundary layer development and surface layer gas 
exchanges at this site.   

1. METHODOLOGY 
Surface turbulence quantities from 3-D sonic 
anemometers and gradient temperature and wind speed 
measurements on a 10 meter meteorological tower were 
used to estimate boundary layer depths for stable to 
weakly stable conditions at Summit Station, Greenland. 
To obtain these estimates, two diagnostic equations 
were implemented. Previously, the authors in [2] used 
the following expression derived by [3] to estimate 
boundary layer depth at South Pole with good result: 

 , (1) 

Where f is the Coriolis parameter, Nb is the Brunt-
Väisälä parameter and u* is the friction velocity. 

An alternative used in this study is an equation 
described by [4]:  

,  (2) 

Where Cs
2 is ~0.7 and L is the Obukhov length. 

2. INITIAL RESULTS AND CONCLUSIONS 
As shown in Figure 1, equation (1) overestimated the 
boundary layer depth at Summit Station during June 
2010. This expression was shown to work well at an 
environment such as South Pole, where conditions are 
quasistationary and highly stable (unlike Summit, an 
environment subjected to diurnal cycles). Boundary 
layer depth calculations using equation (2) provide a 
better estimate during the summer season. An 
investigation of ozone and nitrogen oxide 
concentrations during the same June 2010 period 
indicate that because sustained high stability conditions 
were not observed at Summit in June 2010, we do not 
see periods of elevated nitric oxide corresponding to 
sustained, low boundary layer depths as was observed 
in several studies (such as [2]) at South Pole.  

Figure 1: Sodar observations (blue stars) and boundary layer 
depth estimates using expressions (1) and (2) (green triangles 
and red dots, respectively) for the period 3-14 June 2011.  
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ABSTRACT 

We have estimated and compared the heights of the 

ABL at the Alcantara Space Center (located at tropical 

region) using a data-set comprising of in situ 

rawinsoundings and from temperature profiles extracted 

from microwave radiometer. The measurements were 

collected during the wet season do 2010. The numbers 

of soundings used were 72 (made each 6 hours) and the 

meteorological values were interpolated for each 50 m 

height. The microwave profiles used were 4130 profiles 

(a single profile made at 15 min) with measurements 

each 50m up to 500 m and then each 100. The heights 

of the ABL have been computed with potential 

temperature profiles as the first level where the 

potential temperature gradient is positive for 3 

consecutive layers. Considering the altitudes up to 1000 

m, there is a tendency for the in situ measurements to 

be higher than the remote sensing to a value up to 1.0-

1.2 °C at 400-500 m. Also, there is a pronounced 

diurnal cycle as the maximum differences occurred 

during daytime measurements (12 and 18 GMT). 

Considering the whole period, almost 60% of the 

results from the microwave radiometer presented the 

level 600 m as ABL height and this value can be 

assumed as typical value. The presence of the rainfall 

can alter the determination of the ABL height, mainly 

using the microwave radiometer. 

1. INTRODUCTION 

The space launching centers are usually located at 

coastal areas due to the safety reasons. Examples are 

the Kennedy Space Center (KSC) at Florida, Centre 

Spatial Guyanense at French Guiana and this is also 

true for the Alcantara Space Center (Centro de 

Lançamento de Alcântara – CLA in Portuguese) which 

has its launch pad at around 150 m from the seashore.  

The atmospheric boundary layer (ABL) is the lowest 

portion of the atmosphere which is coupled with the 

surface being modifying by its characteristics (thermal 

characteristics, topography, types of vegetation, 

roughness, etc). Consequently, the winds and 

temperature and humidity profiles are studied in very 

detail in order to give support for the space activities. 

For instance, for KSC, the sea breeze climatology using 

a mesonet towers (44) and 5 wind profile radars 

observations was analyzed by [1] while the reference 

[2] studied the rapid temporal variation of the winds 

using wind profilers. For the CLA, the reference [3] 

studied the climatology of the winds inside the ABL 

thorough out 5 years of data from an anemometric 

tower. All the cited studies characterized the wind flow 

regime in order to improve the flight trajectory and 

safety conditions for the launchings.  

Applications of this knowledge are very important in 

others branches of space meteorology. Recently, the 

reference [4] describe the use a software to study the 

dispersion of pollutants (or toxic gases) released at 

CLA, which depends strongly to the wind flow regime / 

turbulence characteristic. The height of the ABL is one 

of the input parameters for this dispersion study. 

The goal of this paper is to investigate the behavior of 

the Atmospheric Boundary Layer developed at the 

Alcantara Space Center (CLA) using different 

instrumentation. The results can be used for an ongoing 

activities associated with the developing of a software / 

algorithm to describe the dispersion of a gas released by 

rockets during its launch. 

2. DATA-SET AND METHODOLOGY 

During the wet season of 2010, a meteorological field 

campaign named GPM 2010 was held in CLA, in order 

to collect meteorological data for future validation 

studies of the Global Precipitation Mission (GPM) 

constellation. During 25 days, meteorological 

soundings were conducted at 00, 06, 12 and 18 GMT 

using sondes RS92SVG from Vaisala Oy (Helsinki, 

Finland). Besides this data, a microwave radiometer 

MP3000 from Radiometric (Boulder, USA) collected 

simultaneous temperature and humidity profiles (one 

profile each 15 min). The Radiometrics MP3000 is a 

microwave radiometer designed to retrieve continuous 

temperature, humidity and cloud profiles in the lower 

troposphere, mounted on a tripod, as shown in Figure 1. 

For this study, only the temperature retrieval was used. 

It is nominally a 12-channel instrument, although in 

practice any combination of channels can be selected 

within the following bands: 22 – 30 GHz (K-Band) and 

51 – 59 GHz (V-Band). Each band is received and 

detected independently, although all channels use a 

common frequency synthesizer, which must be 

switched to observe each channel. In the current 

hardware configuration, it takes ~2 s to switch 

frequencies, although this may be reduced substantially 

in the future. This results in the observations not being 
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coincident in all channels and taking ~40 s to sample a 

set of 12 channels. 

 

 

 

Figure 1. The instruments used: rawinsounding with a 

receiver Digicora, sonde and balloon (left) and MP3000 

radiometer (right). 

Although the field campaign was held during the wet 

season 2010, it was an abnormal period, being very dry 

in the first 18 days, with almost no rainfall (which is 

unusual for this time of the year). From March 19 

onward, the rainy season started and there were a lot of 

events of rain. Usually this rain is a mixed between 

shallow cumuliform (e.g. Cumulus) and stratiform (e.g. 

Stratus and/or Stratocumulus) clouds. The peak of rain 

is in March-April during the austral summer and it is 

due to the presence of the Inter Tropical Convergence 

Zone (ITCZ) around 5 S. There is no daily cycle of the 

rain. The time series of the rainfall is presented at 

Figure 2. 

 

 

Figure 2. Time series of the rainfall during the March 2010. 

Initially, potential temperature profiles for each profile 

(from rawinsoundings and from the MP3000) were 

computed and the height of the ABL was determined as 

the first level where the potential temperature gradient 

is positive (higher than 2 K/km) for 3 consecutive 

layers. The rawinsoundings have measurements 

typically around 10-20 m vertical resolution while the 

MP3000 presented his values at each 50 m (from the 

surface up to 500 m) and each 100 m from this level 

upward. According to reference [5], the estimates of the 

height of ABL from rawinsoundings are the best 

operational procedure. 

3. RESULTS 

Initially, the profiles of temperature were compared by 

the two measurements: in situ measurements made with 

rawinsoundings and estimates using the microwave 

radiometer for all profiles (average) and classified by 

time (00, 06, 12 and 18 GMT). The results are shown in 

Figure 3. Considering the altitudes up to 1000 m (which 

is a typical height for the ABL layer), there is a 

tendency for the in situ measurements to be higher than 

the remote sensing up to a value ranging from 1.0-1.2 

°C at 400-500 m. Also, there is a pronounced diurnal 

cycle as the maximum differences occurred during 

daytime measurements (12 and 18 GMT). This could be 

a positive bias for the temperature sensors from the 

soundings due to radiation errors. 
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Figure 3. The differences between measurements of 

temperature (using rawinsoundings) and estimates (using the 

microwave radiometer). 

The Figure 4 presents the time series of the height of 

ABL using both methods. The rawinsounding estimates 

were split in daytime (soundings from 12 and 18 GMT) 

and nighttime (00 and 06 GMT) due to the temperature 

bias. Also, the dynamics of daytime and nighttime 

boundary layer are very different as well the methods to 

estimate the ABL height. It is easily to observe that the 

most frequent height using the radiometer is the level of 

600 m, which encompasses approximately 60% of the 

values. It should be mentioned that a level of 600 m 

means that the height can be in the range 600-650 m. It 

is interesting to notice that very few estimates (only 13 

values, see Figure 5) from the MP3000 is higher than 

this critical value (600 m). Even during the night, the 

MP3000 showed heights of the ABL at level 600, 

probably the surface thermal inversion (characteristics 

of the nocturnal boundary layer) is not strong enough to 

backscatter the signal and the instrument is measuring 

the thermal inversion layer separating the turbulent 

boundary layer and laminar free atmosphere. During the 

daytime, this layer is really the top of the ABL 

(specifically the convective boundary or mixed layer) 

but at nighttime, it is the top of the residual layer. 

Comparing the Figures 2 (time series of rainfall) and 4 

(time series of the height of ABL), it can be observed 

that the presence of the rainfall modify the 
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determination of the height of the ABL. When there is a 

dry situation (no rain), the matching between the two 

estimates are much better. 
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Figure 4. Time series of the ABL height during the field 

campaign. 

 

Finally, at Figure 6, the dispersion between the 

estimates from rawinsoundings and from MP3000 was 

plotted for both daytime and nighttime. It is clearly that 

the nighttime values were underestimated from 

MP3000 comparing with the rawinsoundings due to the 

points described earlier. 
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Figure 5. Frequency distribution from the occurrence of 

ABL heights using estimates from MP3000. 

4. CONCLUDING REMARKS 

The height of the ABL was compared using two 

different techniques during a field campaign at 

Alcantara (wet season 2010). The heights of ABL 

derived from the rawinsoundings are higher than 

observed by the microwave radiometer, but both 

measurements are consistent with a value of 600 m. 

This value is typical from oceanic or marine boundary 

layer. These results will be used for the ongoing 

research associated with the dispersion of gases 

exhausted from rockets (see [4]). 
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Figure 6. Dispersion plot between ABL heights derived from 

rawinsoundings and MP3000. 
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ABSTRACT
We use the data of 12-month continuous sodar moni-

toring of the atmospheric boundary layer over Helsinki,
Finland, to evaluate the performance of different method-
ologies to diagnose the mixing-layer height (MLH) from
the data of numerical weather prediction (NWP) models.
The reference values of MLH were determined manu-
ally from the echogrammes of vertically pointing Latan-
3M sodar. The data are compared to the results of three
diagnostic procedures from NWP and chemical trans-
port models. We apply different diagnostic procedures
to the same set of meteorological fields obtained from
European Centre for Medium-Range Weather Forecasts
(ECMWF).

The diagnostic procedures that account for surface
fluxes were found to be more accurate than those rely-
ing on mean meteorological quantities. The latter, how-
ever, are much less sensitive to the quality of the surface
schemes used in the model. None of the diagnostic rou-
tines tested is suitable for very shallow mixing layers that
often occur in high latitudes.

1 INTRODUCTION
The mixing layer, also known as the atmospheric

boundary layer (ABL), or planetary boundary layer, is
a layer of atmosphere adjacent to the ground surface,
where an intensive turbulent mixing occurs. The quan-
titative definitions of the mixing layer height (MLH)
are quite diverse and are based on various parameters
to characterize it [1]. Moreover, even with a fixed de-
termining parameter (e.g. temperature profile, or bulk
Richardson number profile) slightly different definitions
for MLH often lead to very different values of MLH.

Despite these problems, the concept of MLH is exten-
sively used in all kinds of pollution dispersion model-
ing from very simple box models to sophisticated global
chemical transport models. Thus it has to be reliably de-
rived from the basic data of NWP models.

Modern numerical weather prediction (NWP) models
do not rely on the concept of MLH, since in most cases
they explicitly resolve the vertical structure of the ex-
change coefficients within and above mixing layer. Often
they provide the mixing layer height (MLH) as an output
parameter, however, since the MLH is not directly used
in NWP, its quality varies in different models.

Earlier study [3] have shown that the accuracy of MLH
diagnostics in provided by NWP models differs dramati-

cally, and that some models perform quite well. However
it was not clear if this difference is caused by differences
in MLH diagnostic schemes, or by general model per-
formance. The goal of the current study is to examine
the different schemes with the same meteorological in-
put, and thus to evaluate the the schemes as such. We
consider the schemes of the mixing height diagnostic of
ECMWF (European Centre for Medium-Range Weather
Forecasts) and HIRLAM (High Resolution Limited-Area
Model) operational NWP models and of SILAM (System
for Integrated modeLing of Atmospheric coMposition)
CTM. The data of Latan-3m sodar [4]installed at the roof
of Finnish Meteorological Institute (Helsinki) were used
as a reference. With the sodar data one can detect MLH
within the range of 40-350 meters a.g.l. (∼400 m a.s.l.).
For the present study, mixing heights were derived man-
ually from the sodar echogrammes.
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Figure 1: The map of the Helsinki area with model
grid points and sodar location marked. The mesh
is approximately 10x10 km. The map base from
http://openstreetmap.org
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2 DATA AND MODELS
The reference sodar used in the study is located in

Helsinki, about 5 km north from down town at the
top of a small hill (Fig. 1). The grid points extracted
from ECMWF model and used for meteorology pre-
processing are shown with dots. Two grid-points closest
to the sodar location are at nearly same distance from it,
thus the modeled MLHs were evaluated at both.

Sodar The sodar LATAN-3m in the configuration used
for this study has sounding range up to 400 meters a.g.l.
The sodar has a single vertically-pointing dish antenna
of 60 cm in diameter. It is operated at 3400 Hz carrier
frequency with 50 ms burst signal and pulse repetition
rate 0.2 Hz. For this study we use the 12-month dataset
collected between 1.09.2009 and 31.08.2010.

The MLH can be derived from sodar dara in various
ways. The methods are based on different features of
vertical profiles of mean meteorological or turbulent pa-
rameters [1]. Different methods sometimes result in sub-
stantially different MLH values for the same situation.
However, in most cases the concept of MLH works well
and the choice of particular method is not of importance.

The automated procedures of mixing height determi-
nation from sodar echo intensity profiles are often neither
straightforward nor robust [1]. In case of the Helsinki
measurements the sodar data were sometimes affected
by fixed echoes in the lower range gates, especially dur-
ing low ground-based inversions, which would require
an automated procedure to be quite intelligent. Recently
developed automated procedure [8] have shown some
promising results, but still does not recognize shallow
boundary layers in case of fixed echoes in lower range
gates. Therefore, for this study we used the mixing
height derived manually from the sodar echogrammes.
The MLH was derived only for situations when the echo
intensity had a clear drop-out at certain height which was
identified as MLH.

Totally around 8760 hourly intervals were processed.
The mixing height was identified within the range of the
sodar for about 4300 hourly intervals. During the re-
maining time the MLH was either above the sounding
range, or could not be detected due to weak tempera-
ture turbulence within ABL, or due to technical prob-
lems with sodar (wind and/or rain causing strong acous-
tic noise, heavy snowfall covering the antenna, etc.).

Modelled MLH The data from archives of operational
NWP models output in most cases cannot be directly
used to evaluate meteorological quantities that require
both mean profiles and turbulent fluxes as an input; the
mean quantities are stored as instantaneous quantities,
the fluxes are stored as cumulative or time-averaged val-
ues. Given the large output time step (3 hours in our
case), this results in the inconsistency between the mean

profiles and turbulent fluxes. To overcome this difficulty
we used the SILAM model as a pre-processor to harmo-
nize the meteorological data and to downscale them to
hourly temporal resolution of the experimental data. The
horizontal grid used for the pre-processing is the same as
in the initial meteorological data. The vertical levels for
the pre-processing were chosen differently from those of
the input meteorological data due to the limitations of the
SILAM implementation. The SILAM output is given at
fixed heights above ground, whereas the ECMWF mete-
orological data are in hybrid levels. The vertical inter-
polation leads to somewhat uneven histograms, however
this does not compromise the conclusions.

There are two strategies for the estimation of the sta-
ble MLH [6]: the one based on surface fluxes, and one
based on bulk Richardson number. The surface fluxes
are poorly verified in the meteorological models, and the
latter approach is more reliable since it relies on mean
profiles of meteorological quantities. The surface bulk
Richardson number as a function of height z is given by:

Ribs(z) = z
g
〈θ〉

θ(z)−θs

U(z)2 , (1)

where g is acceleration due to gravity, θ is potential tem-
perature and U is wind speed. Then a height of a mixing
layer h is calculated as a height, where Ribs(h) exceeds it
critical value Ric.

Vogelezang and Holtslag [7] proposed to use instead
of (1) the bulk Richardson number with wind shear and
temperature gradient between two elevated levels:

Rib(z) = (z− zl)
g
〈θ〉

θ(z)−θ(zl)

(∆U(z,zl))
2 , (2)

where ∆U(z,zl) is a (vector) of wind velocity difference
between heights z and zl , zl is some height within few
tens of meters. The resulting values of h were found
to have no significant sensitivity to the choice of zl be-
tween 20 and 80 m [7]. Excluding the surface layer
from the computation makes the resulting values of Rib
less dependent on uncertainties and/or local variations of
surface-layer temperature.

The rational expressions like (2) result in highly un-
certain values when the gradients are small. Thus various
regularizations are applied in models.

The scheme used in NWP model HIRLAM (http:
//www.hirlam.org) uses the modified formulation
of Rib proposed by Vogelezang and Holtslag [7]:

Rib = (z− z1)
g
〈θ〉

θ(z)−θ1

(∆U(z,z1))
2 +100u2

∗
, (3)

where z1 is the lowest model level and height and u∗ is
a friction velocity. h, θ(z) is the virtual potential tem-
perature at height z, and u∗ is the friction velocity at the
surface. Such formulation essentially forces Rib(z1 = 0),
not allowing the MLH to be lower than the lowest model
level. For the comparison we have also used the values
of MLH extracted from the data of operational runs of
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Figure 2: The histograms of forecasted MLH (in meters) for different ranges of measured those. The rightmost column
correspond to cases when no mixing height could be detected by sodar. Y-axis shows the number of hourly intervals

Hirlam V72 setup (Europe, 15x15 km grid) for the loca-
tion of the sodar, i.e. native Hirlam MLH scheme evalu-
ated with Hirlam meteorology.

The ECMWF model is a global spectral NWP model
uses slightly different formulation for Rib [2]:

Rib = (z− z1)
g
〈θ〉

θ(z)−θ1 −0.5 K−8.5T∗
(∆U(z,z1))

2 , (4)

where T∗ is a surface-layer temperature scale. The cor-
rection for the temperature difference accounts for the
entrainment in a convective boundary layer.

The SILAM preprocessor uses a combination of the
critical bulk Richardson number (2) and the dry parcel
methods to evaluate the mixing height from the temper-
ature and wind profiles. The dry parcel method derives
MLH as a height at which the virtual potential temper-
ature equals to that at the surface plus some constant
excess ∆T (∆T = 0.5 K for stable and 1.2 K for unsta-
ble stratification). Upon computation of MLH via both
methods, the maximum of the two estimates is taken.
According to experience of the operational model appli-
cation, in most of cases the dry parcel method provides
the higher value and its outcome is used as the final MLH

estimate. Whenever run with the Hirlam input, SILAM
utilizes the Hirlam native MLH estimate [5].

For comparison we used four procedures: Hirlam (3),
ECMWF (4), SILAM (described above), and SilamRib
(1). Note, that Hirlam and ECMWF procedures account
for the humidity of air to calculate the potential temper-
ature, whereas SILAM and SilamRib do not. The value
of Ric = 0.25 is used in all procedures considered here.

3 RESULTS
The main criterion of the quality of the MLH diagnos-

tic was the probability of the model prediction to fall into
a certain range centered around the measured value. We
also calculated the histograms of modeled MLH corre-
sponding to the different ranges of the measured one.

The measured values of MLH were classified into
six classes: 0-50 m range, 50-100 m, 100-200 m, 200-
400 m, and the unknown (including poorly pronounced
MLH, MLH above the sodar range, technical prob-
lems, etc). For each class, the histogram of the cor-
responding modeled MLH was computed with above-
mentioned schemes from the same ECMWF meteoro-
logical fields preprocessed with SILAM (Fig. 2). The
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Figure 3: The hit-rates as functions of measured mixing
height. Hit rate is a fraction of modeled MLHs that were
within 50% or 100 m from the measured values

results are shown from two grid points (“Helsinki” and
“Sea”, Fig. 1) adjacent to the sodar site.

For 0-50 m range of the measured MLH, all pro-
cedures overwhelmingly report the MLH below 50 m,
which is seen as sharp peaks of the corresponding his-
tograms. The Hirlam V72 produces somewhat larger
peak, which is likely to be caused by more accurate u∗
than in SILAM pre-pocessor. For the ranges 50-100 m
and 100-200 m all procedures result in wider peak, how-
ever all, except for Hirlam, tend to put MLH far too low.
In the range 200-400 m, Hirlam produces a wide peak
slightly biased towards low MLH. The peak is smaller
and wider for ECMWF procedure. SILAM and Sil-
amRib still tend to underestimate MLH. The distribu-
tions for “no MLH” class are quite different in the mod-
els. Hirlam produces almost uniform distribution for this
case. ECMWF distribution shows a clear plateau beyond
the sodar range for “Helsinki” grid point. SILAM and
SilamRib tend to put MLH within the sodar range.

Computations of the hit-rate were based on two thresh-
olds. The modeled value of MLH was considered to hit
the measurements if it was within 50% or within 100 me-
ters from the measured one ( Fig. 3). For “not detected”
case a model estimate was considered successful if it is
above 350 m (corresponding value is shown as a separate
point). For low MLH the diagnostics is better for the grid
point which is closer to the measuring site, for higher
MLH the effect of spatial separation is less pronounced.

The higher performance of Hirlam native diagnostics is
caused by better spatial and temporal co-location.

Our attempt to account for the entrainment in formula
(3) by means of including terms with surface-layer tem-
perature scale T∗ or additional offset into the numerator
of Rib did not improve the performance of the Hirlam
diagnostics with respect to the data used. Moreover, al-
teration of the numerator in (3) reduced the performance
of the scheme for low MLH.
4 CONCLUSION

Even with u∗ diagnosed by SILAM pre-processor
from 3-h meteorological data, the performance of Hirlam
procedure is noticeably better than of other considered
schemes. It was found to be robust for very low MLH
and to work well for MLH within the sodar range. The
Hirlam scheme can be recommended for application in
chemical transport models.
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ABSTRACT 
The mixing layer height (MLH) defines the top of the 
layer near the surface where turbulent mixing is 
occurring. In the recent years, new algorithms have 
been developed for estimating MLH, though the 
automatic detection of the top of the mixing layer still 
remains challenging. For example, when the MLH is 
estimated from lidar data, the lidar overlap limit may 
mask the early growth of the mixing height under stable 
conditions. Thus, a synergetic approach, considering 
different techniques based on different aspects of the 
boundary layer, may be explored to improve the MLH 
estimate in all conditions. Here we show the 
preliminary results of a method developed to estimate 
MLH from multichannel microwave radiometer data.   

1. INTRODUCTION 
The atmosphere boundary layer is characterized by 
turbulent fluctuations that induce mixing. During 
daytime the mixing layer tends to be unstable as a result 
of convection and is capped by an entrainment zone. At 
night a shallow stable layer forms near the surface in 
which mixing occurs through intermittent turbulence, 
leaving a residual layer above. The mixing layer height 
(MLH) defines the top of the layer near the surface 
where turbulent mixing is occurring. The MLH is a key 
parameter for boundary layer applications, including 
meteorology, weather prediction and air quality. The 
determination of the MLH is crucial to study exchanges 
between the surface and the atmosphere. In the recent 
years, new algorithms have been developed for 
estimating MLH, though the automatic detection of the 
top of the mixing layer still remains challenging, with 
frequent missing estimates when the mixing layer is not 
well defined. Mixing layer height can be determined 
either using temperature, humidity, and wind profiles 
from insitu vertical profiles or by tracing gradients in 
atmospheric constituents or structures using remotely 
sensed vertical profiles (lidar, wind profiling radar, 
sodar). For example, MLH can be estimated from 
detection of the aerosol layers by the detection of the 
inflection points of the lidar signal. However, the 
mixing height is specially difficult to estimate in stable 
boundary layer conditions. In fact, the lidar overlap 
limit causes an offset in the measures of the MLH 

because stratifications below this height cannot be 
detected. In case of very low MLH, which may occur 
under stable conditions, this offset can actually mask 
the early growth of the mixing height. Thus, a synergy 
between different techniques, based on different aspects 
of the boundary layer, may be useful to improve the 
MLH estimate in all atmospheric conditions. 

2. DATA SET 
In this work, we show the potential of ground-based 
multichannel microwave radiometers (MWR) to 
estimate MLH. The data set considered here was 
collected at the Site Instrumental de Recherche par 
Télédétection Atmosphérique (SIRTA), a French 
national atmospheric observatory dedicated to cloud 
and aerosol research. SIRTA is located at Palaiseau 
(49N, 2E), 20 km south of Paris (France) in a semi-
urban environment. At SIRTA, a suite of state-of-the-
art active and passive remote sensing instruments is 
operated, including a multi-channel MWR and a 
backscatter lidar [1]. 

2.1 MWR 
The multi-channel MWR deployed at SIRTA is a 
humidity and temperature microwave profiler 
(HATPRO) manufactured by RPG. It senses brightness 
temperatures (Tb) at 14 channels (22.24, 23.04, 23.84, 
25.44, 26.24, 27.84, 31.4, 51.26, 52.28, 53.86, 54.94, 
56.66, 57.3,58 GHz) and 7 scan elevation angle (90, 42, 
30, 19, 10, 5, 0°). 

2.2 LIDAR 
The lidar deployed at SIRTA is a 355nm ALS450 
backscatter lidar developed by Leosphere. The MLH is  
derived from lidar backscattering data using the 
STRAT2D algorithm [2]. 

3. PRELIMINARY RESULTS 
Two approaches have been tested to retrieve the MLH 
from MWR data: 

1) estimate MLH from MWR-retrieved temperature 
and humidity profiles [3]. 

2) estimate MLH from MWR-observed Tb. 
The first approach is useful because it can deploy the 
tools developed for temperature and humidity profiles 
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estimate in all conditions. Here we show the 
preliminary results of a method developed to estimate 
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under stable conditions, this offset can actually mask 
the early growth of the mixing height. Thus, a synergy 
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(49N, 2E), 20 km south of Paris (France) in a semi-
urban environment. At SIRTA, a suite of state-of-the-
art active and passive remote sensing instruments is 
operated, including a multi-channel MWR and a 
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2.1 MWR 
The multi-channel MWR deployed at SIRTA is a 
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30, 19, 10, 5, 0°). 
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The lidar deployed at SIRTA is a 355nm ALS450 
backscatter lidar developed by Leosphere. The MLH is  
derived from lidar backscattering data using the 
STRAT2D algorithm [2]. 
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Two approaches have been tested to retrieve the MLH 
from MWR data: 
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2) estimate MLH from MWR-observed Tb. 
The first approach is useful because it can deploy the 
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from radiosonde observations [4]. However, the MLH 
much depends on the different definition (i.e. tool) that 
is applied. The second approach is a “direct” estimate 
from Tb measurements. Here it was used a simple 
multivariate regression (other methods can be used, e.g. 
neural networks), with in input Tb at all 14 channels 
and 6 elevation angles (90-42-30-19-10-5°). The 
training was performed assuming the reference “truth” 
taken from MLH estimates from backscatter lidar data, 
following the STRAT2D algorithm. Two different sets 
of coefficients are determined for night- and day-time 
retrievals and these were used alternatively depending 
on local time. Preliminary results of MLH estimated 
from direct MWR observations are compared with 
MLH estimates based on other instruments. Figure 1 
shows preliminary results obtained for March 2012 at 
the SIRTA site, obtained from MWR and lidar 
observations. It is evident that the MWR-based estimate 
is able to follow the diurnal cycle indicated by the lidar 
data. Figure 2 shows a statistical comparison performed 
on a test set that was not used during the training. 
Statistics of 1-hour average MLH estimates from MWR 
show a root-mean-square (rms) error of 162 m with 
respect to STRAT2D MLH estimates. 

Figure 1. Time series of MLH derived from MWR (red line) 
and from STRAT2D algorithm (black line) for March 2012. 

4. SUMMARY AND CONCLUSIONS 
In this paper we demonstrated the potential for deriving 
MLH directly from MWR observations. Statistics of 1-
hour average show rms error equal to 162 m with 
respect to estimates based on backscattering lidar data. 
Note that MLH estimates from MWR are expected to 
be specially valuable for shallow MLH during stable 
boundary layer conditions. Thus, the combination of 
MWR and lidar data, as well as data from other remote 
and in situ sensing instrumentations, seems crucial for 
studying the MLH in all stability conditions. Future 
work includes the development of an automatic 
procedure to identify stable and convective regimes 

(currently based on local time only), the extension of 
the dataset to increase the variability of MLH during 
winter and summer periods, and the use of other 
retrieval methods that do not require external reference 
truth for training.  

Figure 2. Scatter plot of 1-hour averaged MLH derived from 
MWR (Y-axis) and Strat2D (X-axis) for March 2012 at the 
SIRTA site. Number of elements (N(EL)), average X-Y 
difference (AVG), standard deviation (STD), root-mean-
square difference (RMS), correlation coefficient (COR), 
slope (SLP) and offset (INT) of a linear fit are included. 
N(EL), SLP, and COR are dimensionless, while AVG, STD, 
RMS, and INT are in meters. 
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ABSTRACT 

The NOAA Earth System Research Laboratory (ESRL) 
and the Scripps Institution of Oceanography (SIO) are 
implementing a five-year Memorandum of Agreement 
with the California Department of Water Resources 
(CA-DWR) to create a 21st-century observing, 
modeling, display, and decision support system to help 
address California’s flood protection and water resource 
issues.  This work is based on nearly a decade of 
scientific research into the forcings of extreme 
precipitation and runoff events along the U.S. West 
Coast conducted under NOAA’s Hydrometeorology 
Testbed (HMT; http://hmt.noaa.gov).  In order to take 
full advantage of the observing networks being 
implemented and to provide extended lead time for 
extreme events, a numerical modeling system focused 
on the U.S. West Coast is underway.  This paper will 
describe the overall project and will demonstrate how 
the observing and modeling systems are providing 
integrated tools for improved monitoring and prediction 
of the extratropical storms that batter California each 
winter. 

1. OBSERVING NETWORKS 

1.1 Soil Moisture Sensors 

Because antecedent soil conditions can determine 
whether a storm produces a flood, soil moisture sensors 
are being placed at 43 sites across the state (see Fig. 1).  
CA-DWR is partnering with SIO to install soil moisture 
sensors in the upper elevations of California by taking 
advantage of existing infrastructure at interagency 
Remote Automated Weather Station (RAWS) sites.  
ESRL is installing soil moisture sensors at lower 
elevation sites and primarily adjacent to California 
Department of Forestry fire station (CalFire) facilities.  
An example of an ESRL deployment is shown in Fig. 2. 

1.2 GPS--Integrated Water Vapor 

Water vapor fuels precipitation, and GPS technology 
provides a viable method of measuring the vertically 
integrated water vapor (IWV; [1]).  Hundreds of GPS 
receivers exist in California for geodetic science.  By 

installing surface meteorology sensors with the GPS 
receivers and by upgrading real-time communications, 
these GPS receiver sites can provide water vapor 
measurements in real time.  ESRL is partnering with 
UNAVCO, the operators of the Plate Boundary 
Observatory (PBO; http://pbo.unavco.org/) where many 
GPS receivers already exist, to provide IWV 
measurements from 37 locations across the state (see 
Fig. 1). 

Figure 1.  Map of California showing locations where 
instruments are being deployed as part of the observing 
network in the HMT Legacy Project. 

1.3 Snow Level Radars 

The snow level is also a significant variable with 
respect to flooding in mountainous watersheds because 
it determines the surface area throughout the watershed 
that is exposed to snow versus rain [2].  Engineers at 
ESRL have invented a new compact, frequency-
modulated, continuous-wave (FM-CW) radar at S-band 
(Fig. 3; [3]) designed to measure the snow level at 
much reduced cost compared to the traditional pulsed-
Doppler radars used by ESRL scientists for this 
purpose.  These “snow-level radars” (SLRs) are being 
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installed in ten key watersheds across the state (see Fig. 
1).  An example SLR deployment is shown in Fig. 3.  A 
data display of snow-level observations from the SLR 
network is demonstrated in Fig. 4. 

Figure 2.  An example of an ESRL soil moisture monitoring 
site.  Probes to measure the soil temperature and volumetric 
moisture content are buried in the ground at depths of 10 and 
15 cm.  The tripod mast holds a temperature/relative humidity 
probe and a tipping bucket rain gauge.  The tripod also holds 
a data logger and a solar panel to provide electrical power. 

Figure 3.  The snow-level radar deployed at Pine Flat Dam in 
the central Sierra of California.  The four-foot diameter radar 
transmit and receive antennas are at the bottom of the sloped 
antenna enclosures.  The radar electronics and data 
acquisition computer reside in the environmentally controlled 
cabinet placed between the two antenna enclosures.  
Additional surface meteorological sensors (e.g, Fig. 2) are 
shown to the left.  A GPS receiver antenna (far left) allows 
retrievals of integrated water vapor above the site.  

Figure 4.  A time series of the snow levels (km MSL; black 
dots) overlaid on colored contours of Doppler vertical 
velocity (m s-1; color scale on right) observed by six of the 
Snow-level Radars deployed along the California Sierra 
Nevada (see Fig. 1). 

1.4 Coastal Atmospheric River Observatories 

The winds contained in the low-level jets of landfalling 
winter storms contribute to the heavy orographic 
precipitation on the windward slopes of the coastal 
mountain ranges of California [4].  These jets are often 
accompanied by enhanced water vapor in the so-called 
warm conveyor belt of extratropical storms.  The 
narrow band of enhanced water vapor is also referred to 
as an atmospheric river (AR). 
   
HMT research has shown that ARs are responsible for 
flood-producing rains along the U.S. West Coast (e.g., 
[5]).  ARs also have been recognized for producing 
floods in Western Europe (e.g., [6]) and elsewhere 
around the world.  Microwave satellite technology, 
such as the Defense Meteorology Satellite Program’s 
Special Sensor Microwave Imager (SSM/I), has 
allowed scientists to look more in depth into the global 
extent of ARs (see Fig. 5).  Still, satellites measure only 
the water vapor in ARs, while the winds, especially in 
the storm’s low-level jet, are not measured.  In addition, 
the microwave technique used with satellites does not 
work over land, which explains why the continents are 
black in Fig. 5.   

In response to this observing gap, HMT scientists have 
developed the concept of an Atmospheric River 
Observatory (ARO), a unique collection of instruments 
that monitors the atmospheric forcings associated with 
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ARs as they make landfall along the coast.  The two 
key instruments in the ARO are a wind-profiling radar 
and a GPS receiver for IWV measurements.  For this 
project CA-DWR has chosen to use the ¼-scale 449-
MHz wind profiler technology for the four coastal 

AROs that are being implemented along the California 
coast (see Fig. 1).  This choice was based on HMT 
experience gained in testing and evaluating wind 
profiling technology in the coastal environment (see 
http://www.esrl.noaa.gov/psd/psd2/programs/ioos/).

Figure 5.  A global composite SSM/I satellite image of integrated water vapor (warmer colors indicate higher water vapor 
concentration) from 16 February 2004.  Several ARs are evident, including one impacting the west coast of the U.S. 

One of the real-time displays from an ARO is referred 
to as the water vapor flux tool and is available to 
weather forecasters and the public (www.esrl.noaa.gov/ 
psd/data/obs/).  It uses thresholds for IWV, upslope 
wind, and bulk IWV flux that identify AR conditions.  
For example, [7] showed that, in order to produce 
orographic rain rates > 10 mm hr-1 in California’s 
coastal mountains, an IWV flux exceeding 25 cm m s-1

is required.  An example display from the prototype 
ARO at Bodega Bay is shown in Fig. 6. 

2. OTHER PROJECT COMPONENTS 

To take full advantage of the observing networks being 
installed and to provide advanced lead time of high 
impact weather, this project involves a numerical 
weather prediction component using the HMT WRF 
ensemble ([8]; HMT weather  forecasts are available at 
http://laps.noaa.gov/forecasts/).  Special display 
systems that can provide this value-added information 
in the NWS Weather Forecast Offices and River 
Forecast Center are also being demonstrated (e.g., the 
Advanced Linux Prototype System development at 
ESRL).  Finally, decision support tools, that will allow 
water managers and other decision makers to make 

optimal use of the new observing and modeling 
information, are being developed.  An example is the 
water vapor flux tool shown in Fig. 6. 
   

3. SUMMARY 

ESRL and SIO are in the midst of a five-year 
Memorandum of Agreement with CA-DWR to install 
and operate a 21st-century observing system to detect 
and monitor the forcings associated with landfalling 
winter storms and the floods they create.  To advance 
the forecast lead time of these important storms, the 
project takes advantage of advances in numerical 
weather prediction made by ESRL and HMT.  Finally, 
display and decision support tools are being developed 
that eventually may allow water managers in California 
to more reliably make decisions based on forecast 
information.   
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Figure 6.  Example from 22-23 February 2009 of the 
atmospheric river water vapor flux tool displayed on the 
Internet (www.esrl.noaa.gov/psd/data/obs).  Time moves from 
right to left along the horizontal axis.  The current time is 
indicated by the vertical line in the top panel.  Data plotted to 
the left of this line in each panel display the current HMT 
rapid-refresh mesoscale model forecast only (i.e., no 
observations), whereas data plotted to the right of the line in 
each panel are a combination of observations and model 
output (described next).  (top) Wind profiler hourly averaged 
observations of the snow level (bold dots) and retrospective 
hourly HMT model forecasts of the freezing level (dashed 
line) at 3-hr verification time along with time-height section 
of hourly averaged wind profiles (flags = 25 m s-1; barbs = 5 
m s-1; half-barbs = 2.5 m s-1 – wind speed color coded) 
observed by the ARO at Bodega Bay. (middle) Time series of 
hourly averaged upslope flow (m s-1; from 230o) observed 
(histogram) and predicted (T posts) in the layer between 750 
and 1,250 m MSL (bounded by the dashed lines in the top 
panel), and IWV (cm) observed (solid line) and predicted 
(dashed line) by the HMT forecast model.  (bottom) Time 
series of hourly averaged IWV flux (cm m s-1) observed (solid 
line) and predicted (dashed line) by the HMT forecast model, 
and hourly rainfall histogram from Bodega Bay (mm; red) 
and Cazadero (mm; green), in the coastal mountains.  
Minimum thresholds of upslope flow, IWV, and IWV flux for 
the potential occurrence of heavy rain (> 10 mm h-1) in 
atmospheric river conditions defined by [7] are indicated by 
the thin horizontal lines in the middle and bottom panels.
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ABSTRACT
Observations of the boundary layer, from the ground up 
to about 1,000 m, are critically important to the 
accuracy of atmospheric forecast and research models. 
But traditional sensors are typically limited in time and 
space, and insufficient to support the forecast accuracy 
desired by the renewables, utilities, aviation, air quality 
and water management industries. Microwave 
radiometers provide continuous all-weather boundary 
layer temperature and humidity profiles with 
radiosonde-equivalent assimilation accuracy. 
Radiometers also provide unique liquid profiles to 10 
km height. A full suite of traditional forecast tools and 
indices can be generated if the thermodynamic profiles 
are combined with wind profiles. In addition, the 
profiles can be assimilated in numerical weather 
models.  

The Earth Networks Boundary Layer Network 
(ENBLN) is the first monitoring network for 
continuous collection of planetary boundary layer data 
up to around 10 km height. The ENBLN will use 
radiometers from Radiometrics to provide round-the-
clock temperature, humidity and liquid profiles of the 
boundary layer and above. Earth Networks will 
combine observations from these instruments with 
information from its global weather network of more 
than 8,000 weather stations.

ENBLN PILOT NETWORK BUILDOUT
To build a boundary layer network it was first critical to 
ensure the venture would be commercially viable.  
Several potential stakeholders were contacted for 
feedback on the ENBLN Network concept. Initial 
targets surveyed were Investor Owned Utilities, 
Independent System Operators (ISOs), Air Quality 
Districts, and Private Meteorological Firms. In this 
investigative stage, several atmospheric issues of 
concern were identified.

For cost feasibility, a wide scale deployment of the 
ENBLN was not an option.  Too many sensors would 
be required to cover a large geographic region, and if 
the density of the sensors was not sufficient, the value
of the data could be diminished.  The companies settled 

on an initial network of 10 sensors to be deployed in the 
State of California, with concentration from the San 
Francisco Bay area southward.

PROPOSED NETWORK OPERATION
To facilitate easy data distribution to potential 
customers of the BLN, a centralized data processing 
approach was devised.  Earth Networks is collecting the 
data from the 10 sensors centrally.  This data will be 
made available from each sensor at an update frequency 
of 6 minutes.  Daily archive files of hourly data will be 
maintained.

To ensure data quality and robust network operation, 
each site location will be visited a minimum of twice 
per year for complete field calibration.  All sites will be 
monitored from a central Networks Operations Center.  
Here both data availability and data quality will be 
scrutinized and flagged.  Field Technicians located in 
California will be dispatched to address any problem 
sites, with the goal of maintaining 99.5% availability 
during the pilot phase of network build-out.

ATMOSPHERIC TARGETS FOR PILOT
To address the business needs of our target customer 
base in Electric Utilities, Air Quality, and Federal 
Government, we focused on placing the radiometers at 
locations that would yield gains in understanding 
atmosphere phenomena that plague efficient electric 
utility operation, impact air quality, or could hinder 
operations at federal government facilities.  The
following atmospheric regimes we deemed most 
critical:

• Marine Layer Inversions

• Boundary Layer Stability near Wind Farms

• Santa Ana and Monsoonal Wind Flow

In all cases, the radiometer is adept at determining both 
the temperature and humidity profiles that enable 
forecasters to monitor the data in real-time for their 
operational purposes, and also allows for the data to be 
fed into Rapid Update Cycle models for an improved
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view of initial boundary layer conditions, and therefore 
improved forecast output.

Figure 1. Top profile image shows the sharp temperature 
contrast over time between the cool surface in the marine 
cloud layer vs. the warmer air aloft.  The bottom profile from 
the same time period illustrates the vertical extend of the 
cloud layer moisture, and the drier air aloft.  This Data is 
from a 24 hour period covering 4/21/2012 from a radiometer 
based at LAX.

NEXT STEPS
The BLN is now moving from concept phase to 
deployment phase, with a target of late June for 80% 
network deployment.  Once deployed, Earth networks 
and Radiometrics will be working to bring several 
customers of this information on-line.  Significant 
efforts will be made to quantify operational usefulness 
of the data, and model output improvements as a result 
of better boundary layer initial condition data. 
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ABSTRACT 
Aerosol particles modify the earth’s radiation budget 
through direct (scattering and absorption) and indirect 
radiative effects (modifications in cloud physical and 
microphysical properties). Nucleation is an important 
source of atmospheric aerosol particles.  

This study aims at calculating the aerosol and cloud 
radiative forcing at Duke Forest for different nucleation 
event classes. Continuous particle size distribution 
measurements were made from November 2005 to 
September 2007, using Scanning Mobility Particle 
Sizer (SMPS), at the Duke Forest Site, Chapel Hill, NC. 
The size distributions from 10 nm to 250 nm 
(aerodynamic diameter) are analyzed to identify 
nucleation events and classify these events into 
different event classes A, B, or C based on the behavior 
of particle size distribution and the particle growth 
pattern. Present study suggests that new particle 
formation is frequent in this region. The average total 
particle number concentration on nucleation event days 
is 8684 cm-3 (10 < Dp < 250 nm) and 3991 cm-3 (10 < 
Dp < 25 nm) with a geometric mean diameter of 35 nm 
and mode diameter of 28 nm and for non-nucleation 
days these values are 2143 cm-3, 655 cm-3, 49.6 nm, and 
44.5 nm respectively.  

Shortwave flux data from Clouds and Earth's Radiant 
Energy System (CERES) instrument onboard Earth 
Observing System (EOS) Terra and Aqua satellites are 
utilized for radiative forcing calculation. Cloud 
screening is performed using Moderate Resolution 
Imaging Spectro-radiometer (MODIS) cloud data. The 
measured particle number concentration will be 
analyzed using MODIS derived total column aerosol 
optical depth to find the contribution of these freshly 
nucleated particles on the total solar radiation 
extinction. Variations in aerosol and cloud radiative 
forcing may have important implications through their 
role as climate feedback mechanisms.  

1. INTRODUCTION 
Nucleation is the process of forming dispersed nuclei 
from the homogeneous phase under super saturation of 
vapor. It may produce very high concentrations of 
particles with diameters < 10 nm [1]. Nucleation 

involves the formation of initial nuclei and their growth 
through condensation and/or coagulation. Depending on 
the prevailing chemical and meteorological conditions, 
the dominant nucleation mechanism may differ [2], [3]. 
Primary emission, nucleation, and subsequent growth of 
pre-existing particles by condensation and coagulation 
are responsible for maintaining atmospheric aerosol 
concentrations and size distribution [4].  

Atmospheric aerosols modify the earth’s radiation 
budget through its role on earth’s radiative balance. 
Radiative effects can be direct by scattering incoming 
solar radiation and absorbing outgoing long wave 
radiation or indirect by acting as cloud condensation 
nuclei to modify cloud micro-physical properties [5]. 
Aerosol radiative forcing is the anthropogenic 
contribution in aerosol radiative effect and a variety of 
studies have attempted to quantify the Top of the 
Atmosphere (TOA) direct radiative effect based solely 
on multi spectral information gathered from different 
space borne instruments [6],[7].  

The purpose of this study is to detect and classify the 
new particle formation events and identify their role on 
aerosol number concentration and subsequent radiative 
forcing at the DF site.  

2. EXPERIMENTAL 

2.1 Site description 
Particle size distribution, total number concentration, 
chemical, and meteorological measurements were 
conducted at Duke Forest, Chapel Hill, North Carolina. 
Duke Forest (35.980N, 79.090W), considered a 
suburban forest site, is surrounded by the cities of 
Chapel Hill (7 km to the south-southeast), Durham (17 
km to the east-northeast), Raleigh (40 km to the 
southeast), and Burlington (33 km to west-northwest). 
Interstate-40 passes approximately 2.4 km to the 
northeast of the site. A detailed description of the site is 
provided by [8] Geron (2009). Measurements were 
conducted over a Loblolly pine plantation with an 
approximate tree height of 18 m. 

2.2 Measurements 
The particle size distribution measurements were 
conducted using a Scanning Mobility Particle Sizer 
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(SMPS) consisting of a TSI series 3080 Electrostatic 
Classifier with a 3081 Differential Mobility Analyzer 
(DMA), and a 3010 Condensation Particle Counter 
(CPC). A TSI Model 3025 CPC was used for a brief 
period early in the study. After accounting for periods 
of instrument malfunction and maintenance activities, a 
total of 364 observation days were available for 
analysis during the period November, 2005 – 
September, 2007.  

2.3 Multi-spectral information from space 
We use spatially and temporally coincident aerosol and 
cloud information derived from the Moderate 
Resolution Imaging Spectroradiometer (MODIS) and 
the Clouds and Earth's Radiant Energy System 
(CERES) instrument onboard Earth Observing System 
(EOS) Terra and Aqua satellite to calculate aerosol 
radiative forcings owing to new particle formation 
under cloud free conditions at a forest site in the 
Southeast US. By combining CERES and MODIS data, 
we take advantage of the more accurate cloud property 
retrieval of MODIS sensor because of its finer spectral 
resolution (36 narrowband spectral channels) compared 
to the broad band channels of CERES instrument. We 
use the TOA SW and LW fluxes from CERES SSF data 
product reported at 20 km spatial resolution at nadir. 
CERES instrument onboard Terra and Aqua Satellite 
observes TOA radiances and are converted to fluxes 
using the angular distribution models [9].  

3. METHODOLOGY 

3.1 Growth Rate and Condensation Sink 
Particle growth rate indicates size changes of nucleated 
particles with time. A log-normal fit is applied to the 
data to identify the peaks in each size distribution. GR 
in nm hr-1 was calculated from the difference between 
diameters corresponding to the peaks for each instant of 
time by dividing it with the corresponding difference in 
time.  

t
D

GR



 peak ,                     (1) 

GR is a function of the condensable vapor 
concentration and the condensation sink (CS’). CS’ 
quantifies the loss rate of molecules in the entire size 
spectrum due to condensation of condensable vapors on 
pre-existing aerosols [10]. The CS’ in cm-2 is calculated 
as follows 
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3.2 Detection and Classification of Events 
The observation days are categorized into nucleation 
event classes based on 2D size distribution and the 
particle growth rate plots. We adopted the nucleation 

event classification scheme by [11] Boy et al. (2008). 
For each observation days, the particle number 
concentration for each size bins (Ni) were plotted as a 
function of particle diameter and time. The periods of 
increasing Ni were assessed to identify potential 
nucleation event classes. The typical size distribution 
behavior for each of these event classes are shown in 
Figure 1. 

Class A: Increased concentrations of nucleation mode 
(NM) particles (Dp ≤ 25nm) with well-defined and 
uninterrupted growth to about 100 nm or greater.   

Class B: Increased NM particle concentrations are 
observed followed by particle growth to about 100 nm. 
The highest concentrations of new particles are found 
not at the lowest size bins.  

Class C: Shows local nucleation episode characteristics 
with increased NM particles at lower size bins with 
consequent particle growth that does not exceed 40 nm.  

Non-Nucleation: Observation days with particle size 
distributions devoid of increased NM concentration and 
their subsequent growth to larger particles. 

Unclassified: Days that do not fit into the described 
event classes or for which the growth rates are 
extremely fluctuating.  

Figure 1. Examples aerosol size distributions for Class 
A, B, C and Non-nucleation event classes are shown 
along with total particle number concentration (white) 
and NM particle concentration (cyan). 

3.3 Aerosol Radiative Forcing during Nucleation 
We examined the impact of new particle formation on 
the radiative balance at the Duke Forest Site, by 
selecting the cloud free nucleation days for July, 2006. 
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To calculate the aerosol SW and LW radiative forcing, 
we separated the CERES data into two groups, cloud 
clear and cloud contaminated, based on the spatially 
and temporally coincident MODIS derived aerosol and 
cloud information. If the MODIS cloud fraction is 
greater than the threshold (5%), then that pixel is 
classified as cloudy otherwise cloud clear. For aerosol 
radiative forcing calculation, we selected CERES fluxes 
only if the MODIS pixels within the CERES instrument 
footprint has a percentage cloud fraction < 5%. We 
further separated the cloud cleared CERES data into 
two groups based on the MODIS aerosol optical 
thickness and the DF particle size distribution data. If 
the MODIS 550 nm AOD < 0.15, then we classified 
that pixel into aerosol and cloud free and any pixel for 
which the MODIS 550 nm AOD ≥ 0.15 is classified as 
aerosol. 

The SW and LW TOA aerosol radiative forcing is 
defined as 

aerosolclearnucl SWFluxSWFluxSWRF  ,     (3) 

aerosolclearnucl LWFluxLWFluxLWRF  ,     (4) 

Fluxclear is the TOA SW or LW flux observed under 
cloud free (MODIS pixel cloud fraction < 5%) and 
aerosol free (MODIS AOD at 550nm < 0.15) conditions 
and Fluxnucl is the flux observed for cloud free 
nucleation days.  For the radiative forcing calculation, 
we ensure that the selected CERES pixels are confident 
cloud free, by selecting those pixels for which the 
spatially and temporally coincident   MODIS pixel 
percentage cloud cover < 5%.  

4. RESULTS 

4.1 Statistics 
Nucleation events are observed on approximately 79% 
(237 days) of days with complete measurements. The 
observed nucleation frequency at Duke Forest site is 
significantly higher compared to that observed at 
forested areas elsewhere. From the total valid 
observations, 46% of the days at a mixed deciduous 
forest in southern Indiana [12], 35% of the days at a 
deciduous central Virginia [13], and 53% of the days 
[14] at the Pittsburg boreal forest exhibited new particle 
formation characteristics.  

The average total particle number concentration on 
nucleation event days is 8684 cm-3 (10 < Dp < 250 nm) 
and 3991 cm-3 (10 < Dp < 25 nm) with a geometric 
mean diameter of 35 nm and mode diameter of 28 nm 
and for non-nucleation days these values are 2143 cm-3, 
655 cm-3, 49.6 nm, and 44.5 nm respectively. 

4.2 Nucleation Radiative forcing for July, 2006 
Total 8 nucleation days and 6 non-nucleation days are 
cloud free at the time of MODIS scanning and included 
in the calculation aerosol direct radiative forcing. Total 
10 days are detected as cloudy days. By the close 
examination of particle size distribution, it is evident 
that even though there is no  sign of new particle 
formation, particles that are nucleated and grown on the 
previous day still exists at the site for the following 
days. For this reason, we grouped such days as 
nucleation days for TOA flux calculation for which 
aerosol particle concentration is impacted by 
nucleation. But majority of those days (7 days out of 9 
days) are associated with percentage cloud cover well 
above the threshold value and are thus not involved in 
further analysis and subsequent radiative forcing 
calculation. However, the association between new 
particle formation and cloud fraction is that new 
particle formation followed by days with cloud fraction 
much greater than the applied threshold and may 
indicate the role of newly formed particles in aerosol 
indirect radiative forcing as cloud condensation nuclei. 

As stated earlier, new particle formation is frequently 
observed in relatively dryer air with low background 
aerosols [13] owing to lower competition for 
condensable vapors.  

Table 1.  The TOA aerosol SW and LW upward flux at 
Duke Forest site for July, 2006. 

Nucleation 
Day 

SW Flux 
Wm-2 

LW Flux 
Wm-2 

MODIS 
AOT 

550nm 

Cloud 
Fraction     

% 

Aerosol 198.23 292.44 0.43 0.75 

Clean 183.96 295.67 0.107 1.43 

 
The SW and LW fluxes and MODIS aerosol optical 
depth at 550 nm and percentage cloud fraction for low 
and high aerosol loading conditions are listed in      
Table 1. The shortwave and long wave aerosol forcings 
are calculated for nucleation days (Table2) as in 
equation 1 and 2.  

Table 2.  The TOA SW and LW direct radiative 
forcing at the DF site for July, 2006. 

Nucleation  
SW Forcing 

Wm-2 
LW Forcing 

Wm-2 

-14.27 3.23 

In regions dominant of fine mode aerosols, the LW RF 
is far less compared to SW RF. However, regions 
dominant of coarse mode aerosols, the LW radiative 
forcing become significant [15]. At the DF site the 
nucleation day SW direct radiative forcing is partially 
offset by LW radiative forcing (23%) and is same as the 
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offset reported by [16] Nair et al. (2008) for case 2 with 
higher aerosol loading and low values of angstrom 
exponent.  

5. SUMMARY AND CONCLUSIONS 
Particle size distributions were measured from 
November, 2005 to September, 2007 at Duke Forest 
near Chapel Hill, North Carolina. Observations indicate 
that new particle formation is frequent in this region, 
with class A and B events occurring on 35% of valid 
measurement days. The estimated SW direct radiative 
forcing during nucleation events was -14.27% and the 
LW RF offset SWRF by 23%. Our study shows that the 
frequent nucleation events at the Duke Forest Site are 
associated with significant SW and LW radiative 
forcing and thus necessitates the detailed understanding 
of the new particle formation events and subsequent 
impact on radiative balance.     
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ABSTRACT
Fifty-two episodes of micrometeorological gravity 
wave activity were identified in data collected with the 
Raman-shifted Eye-safe Aerosol Lidar (REAL) near 
Dixon, California, during a nearly continuous 3-month 
period of observation.  The internal waves, with 
wavelengths ranging from 40 m to 100 m, appear in 
horizontal cross-sectional elastic backscatter images of 
the atmospheric roughness sublayer between 10 m and 
30 m AGL. All of the episodes occur at night when the 
atmosphere tends toward stability. Time-series data 
from in situ sensors mounted to a tower that intersected 
the lidar scans at 1.6 km range reveal oscillations in all 
three wind velocity components and in some cases the 
temperature and relative humidity traces.  We 
hypothesize that the lidar can reveal these waves 
because of the existence of vertical gradients of aerosol 
backscatter and the oscillating vertical component of air 
motion in the wave train that displace the backscatter 
gradients vertically.

1. INTRODUCTION
The atmospheric boundary layer (ABL) is that part of 
the troposphere that is directly influenced by the 
presence of the earth’s surface, and responds to surface 
forcings with a timescale of about an hour or less [1]. 
During the daytime and over land, the ABL is usually 
hundreds of meters to a kilometer or more in depth and 
is characterized by large eddies that mix heat, moisture, 
trace gases, pollutants, and momentum very effectively 
in both the horizontal and vertical dimensions. At night, 
radiant energy from the sun is no longer available to 
warm the surface and drive convective thermals. As a 
result, the nocturnal ABL tends towards static stability 
supporting stratification, vertical wind shear, gravity 
wave activity, and intermittent turbulence confined to 
shallow layers. This complex nocturnal flow regime 
presents significant observational and modeling
challenges. In this paper, we report on new atmospheric 
lidar observations of what appear to be fine-scale waves 
within 20 m of the top of an orchard canopy.

Observations in the form of time-series and limited 
amounts of spatial sampling from previous studies have 
revealed wave-like oscillations at night in this shallow 
region above forest canopies [2 - 8].  However, we 

could find no papers on lidar observations of canopy 
waves. This may be due to the difficulty of observing 
the waves in the very shallow layer immediately above 
tree tops.  Herein we report on our preliminary 
investigations of what appear to be “canopy waves”
observed with the Raman-shifted Eye-safe Aerosol 
Lidar (REAL) [9] during the 2007 Canopy Horizontal 
Array Turbulence Study (CHATS) [10].  The REAL is 
a ground-based elastic backscatter lidar operating at a 
wavelength of 1.54 microns.

2. EXPERIMENTAL SETUP
CHATS took place in Dixon, California, from mid-
March through early-June of 2007. The main part of the 
experiment was a horizontal array of sonic 
anemometers located approximately 100 m south of a 
30 m tall vertical instrumented tower in a walnut 
orchard. The REAL was located 1.61 km directly north 
of the tower (see Fig. 1) and scanned at a sufficiently 
low elevation angle as to intersect the vertical tower at 
about 18 – 20 m AGL (see Fig. 2). “Wide scans” 
covered 60-degrees of azimuth and “narrow scans” 10-
degrees of azimuth. The update rate for scan images 
depended on the azimuthal range and scan rate and 
ranged between 10 s and 40 s per scan.

Figure 1.  Plan view of the experimental area for the 
2007 CHATS.   The REAL was located 1.61 km 
directly north of the 30-m tall NCAR ISFF tower.
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Figure 2.  Side view of NCAR ISFF tower at CHATS 
and the approximate altitude, size, and spacing of laser 
pulses from the REAL (horizontal row of circles.) when 
looking north (or south).  The circles filled in red show
the east-west spacing of the laser pulses (11 m) at the 
range of the tower based on a 10 Hz pulse rate and 4 
degrees per second azimuthal scan rate.

3.  HYPOTHESIS

The first question that we wish to address is “Why is the 
REAL capable of detecting canopy waves?”  We 
hypothesize that during the evening and night, as the 
earth’s surface cools and the atmospheric surface layer 
tends toward stability, the lower atmosphere becomes 
stratified with layers that are horizontally homogeneous 
in terms of temperature, relative humidity, and aerosol
However, the variation in these properties may change 
significantly with height. (See Fig. 3.) These aerosol 
“strata” may then be displaced vertically as internal 
gravity waves form. (Fig. 4.) The horizontally scanning 
lidar beam may then penetrate and reveal the waves as 
shown in Fig. 5.

Figure 3: Sketch of a vertical cross-section of the lower 
atmosphere (from the surface to about 40 m AGL) that 
may occur at night during quiescent conditions.  Stable 
stratification and weak flow result in the formation of 
vertical gradients of aerosol backscatter that are 
horizontally invariant.

Figure 4: Sketch of a vertical cross-section of the lower 
atmosphere showing how the vertical wind component 
w caused by internal gravity waves (as observed in the 
bottom traces in Fig. 6 and all levels in Fig. 7) can 
vertically displace the horizontal aerosol strata shown 
in Fig. 3 and enable the elastic backscatter lidar to 
observe the wave structure in a near-horizontal plane as 
shown in Fig. 5. The horizontal line above is the 
approx. altitude of the horizontal lidar scans in Fig. 5.

4. OBSERVATIONS
Time-lapse animations of more than 1800 hours of 
high-pass filtered REAL images from the entire 
CHATS data set were created. The animations of 
nearly-horizontal scans were carefully examined for the 
presence of fine-scale wave packets.  A wave packet is 
distinct from other flow features observed in the lidar 
images in that the linear bands of enhanced backscatter 
intensity tend to be oriented perpendicular to the wind 
direction and the direction in which they propagate.  
Furthermore, they appear to have a high degree of 
spatial and temporal coherence compared to plumes and 
wind parallel streaks sometimes observed during 
periods of turbulent flow.  For a wave packet to be 
included in this study, it must have passed through the 
tower (located 1.6 km directly south of the lidar) and 
have a lifetime longer than one minute.  Our subjective 
judgments of the coherence of the wave packets were 
based on the clear identification of crests and troughs 
and movement together as a group.  Fifty-two wave 
episodes met the criteria.  All cases had one thing in 
common: none of the wave packets were present during 
daylight hours.  All cases existed between 5:00 and 
14:00 UTC, which corresponds to 20 PST to 6 PST. 
During data collection, the average time of sunset was 
at 19:44 PST and sunrise at 6:09 PST.  On the next 
page we present just one of the 52 cases.
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Figure 5: 1 km2 section of a single, nearly-horizontal, 
lidar scan through gravity waves on 27 April 2007 at 
7:54 UTC.  The white circle at the center is the location 
of the tower.  The bright marks on the left side are the 
result of a grove of trees that stood higher than the 
orchard trees. Color represents backscatter intensity.
The canopy wave wavelength above is about 70 m.

Figure 6. Four minutes of relative humidity, 
temperature, and three wind components (u, v, and w)
from 12 altitudes on the tower for 27 April 2007 
between 7:53 and 7:57 UTC.  The wave period is 
approx. 30 s.  The vertical dashed line is placed at the 
time corresponding to the image in Fig. 5.

Figure 7: Vertical velocity w from tower-mounted sonic 
anemometers as a function of time and height for 27
April 2007 between 7:53 and 7:57 UTC.  Upward air 
motion is colored red and downward air motion is blue.
The plot suggests the waves have a strong vertical 
coherence and do not tilt appreciably within this span of 
altitudes.

Figure 8: Horizontal wind vectors (resulting from u and 
v components) from tower-mounted sonic anemometers 
as a function of time and height for 27 April 2007 
between 7:53 and 7:57 UTC. The vectors are colored 
according to the direction of w as in Fig. 7. The plot 
reveals oscillations in speed and direction as well as 
vertical shear in the mean speed and direction.
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5.   DISCUSSION

The lidar can provide the wavelength of the waves.  
When the lidar scan “frame rate” is fast enough it can 
also provide a direct measurement of the wave phase 
speed. However, for the wide scans the frame rate is a 
little too slow.  In that case however, the phase speed 
can be computed by taking the wavelength and dividing 
by the period of the oscillations as obtained from in situ 
measurements.   For the 27 April 2007 case presented, 
the lidar data reveal a wavelength of about 70 m and the 
tower data reveal a period of about 30 s resulting in a 
wave phase speed of about 2.3 m s-1.  This is 
approximately the same speed as the wind speed at the 
18 and 23 m altitudes. Additional cases in the CHATS 
data set were observed with narrow scans and faster 
frame rates thereby enabling direct measurement of the 
phase speed.

6. CONCLUSIONS

The horizontally scanning eye-safe elastic backscatter 
lidar can identify and confirm the presence of fine-scale 
gravity waves over forest canopies. The lidar images 
contain quantitative spatial information such as 
wavelength that is not available from in situ time-series 
data. Key requirements for such lidar measurements is 
eye-safety, horizontal scanning, high spatial resolution 
images and sensitivity to small changes in aerosol 
backscatter. Radial high-pass median filtering is used to 
clarify the presence of the waves in the images. We 
note the spacing of backscatter data points in the radial
direction of the REAL data is 1.5 m. This enables the 
instrument to resolve these wave structures that occur
on scales of tens of meters.
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ABSTRACT 
The approximations traditionally used in the ABL 
modern theories exclude a number of factors from 
consideration. Among these, for example, there is a 
turbulent flow incompressibility assumption.  

The established practice of sodars design also has a 
number of settled propositions, requiring analysis.  

Results of the theoretical research on the sodar’s 
antennas optimizations, taking into account properties 
of the reflecting volume, on the analysis of physical 
mechanisms of Doppler frequency shift and the 
reflected signal intensity under conditions of the 
developed turbulence and the stable state of ABL, are 
generalized. 

1. INTRODUCTION 
At present the acoustic sounding gives the image of the 
local meteorological condition, but it does not make it 
possible to present its details and single out the main 
meteorological parameters. Basically, it is associated 
with the lack of an adequate mathematical description 
both of the atmospheric boundary layer (ABL) 
dynamics and conditions of a sound scattering in it [1]. 
Despite a long period of research on this subject and 
considerable efforts of many prominent scientists, the 
complexity of the processes prohibits them to give 
sufficiently rigorous description to the present days. 

The approximations traditionally used in the ABL 
modern theories exclude a number of factors [2] from 
consideration. Among these, for example, there is a 
turbulent flow incompressibility assumption. The 
established practice of sodars design also has a number 
of settled propositions, requiring analysis and, in some 
cases, even a significant finishing. 

Thus, there are problems which should be solved to rise 
efficiency of the sodars and systems of sounding based 
on them. To do this it is required to single out step-by-
step the most significant obstacles limiting obtaining of 
a useful information. A number of such obstacles are 
shown in [3-5]. Their complex analysis is needed to 
develop the propositions on the further modification.  

2. ESTIMATION OF THE MODERN 
CONCEPTS OF THE NFORMATION 
COMPONENTS OF THE ABL AS SIGNAL 

Several states of the ABL significantly dissimilar can 
be singled out on the basis of long-standing experience 
of carrying out the meteorological measurements using 
a complex of meteorological sensors, placed near the 
ground and meteorological mast (50m), a system for 
radio acoustic sounding and acoustic radar as well as 
analysis of the data cited in the modern literature. 

At present the most perfect models are created for 
dynamic turbulence [2].But when designing sodars the 
results of previous work in this field are not considered 
completely. This, in particular, relates to the choice of 
the radiation pattern (RP) width of the acoustic 
antennas. 

2.1 Choice of the sodar antenna radiation pattern 
width 

In [3] the estimate of the RP width necessary for 
sounding at a period of the developed dynamic 
turbulence was substantiated on the strength of the 
known statements of the antenna theory and wave 
optics. When analyzing the similarity theory was used. 
Estimation of the structural function of the random field 
of the turbulent pulsing of wind velocity makes it 
possible to derive a relation between the vortexes 
dimensions at the height variation. The minimal 
dimension of the turbulent vortex immediately near the 
surface is estimated in accordance with Reynolds 
theory.  

On the other hand, particularities of information 
obtaining at the stable ABL sounding were taken into 
account. The possibility to separate information at 
interaction of spherical acoustic waves with the plane 
temperature-inhomogeneous layers was considered. 

On the basis of simple geometrical relations for an 
effective estimation of the spatial and energy 
characteristics turbulence, fluctuations of parameters of 
the air mass one can derive dependence of the optimal 
RP width on the assumed height of sounding (Fig.1). 
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Figure 1. Estimation of the sodar RP needed width. 

2.2 About accounting of the reflecting volume 
dimensions action 

Formation of the return signal remains no less 
important. Either statistical representation of the 
reflector is used or the problem in one dimension is 
solved. 

The reflecting volume has significant dimensions 
increasing at drift from the sodar that is why the 
receiver is in the Fresnel zone, and in some cases even 
in the near zone of such a reflector. Wave properties of 
the field in this case have a definite value. The analysis 
is complicated by the statistical nature of the reflector. 
That is why it is necessary to use previous results 
obtained earlier in deals with the Fresnel the statistical 
theory, particularly in that part of it, which deals with 
the Fresnel zone. But this theory is sufficiently 
complicated by itself, its application to the given 
problems requires much efforts. But this work is 
necessary. The known problems on estimation of 
parameters of the reflected waves in the turbulent 
atmosphere are formulated under conditions of the 
specified turbulence [2]. Immediate conversion of their 
results will be incorrect, as initially a lot of 
simplifications and heuristic assumptions have been 
done   

2.3 Formation of the received signal frequency 
Doppler shift 

The most successful sodar methods are used to measure 
wind velocity. But the complexity of the measurements 
object requires further work on perfection of methods 
and technical means in this field as well. 

At present wind measuring sodars are created according 
to the three-component scheme. Doppler shift of the 
received signal frequency fD is used as a primary 
information. Firstly, in this case the initial value of fD
has the fluctuation component ∆fD. Estimation of the 
value ∆fD assumes a particular significance. Secondly, 
the velocity vector components vary in the points where 
the correlation is close to the minimal one. These 
factors result in a considerable dispersion of the 

calculated value of the mean velocity. The analysis of 
physical factors of the signal fD Doppler shift formation, 
particularly of its fluctuation component, is shown in 
[4]. 

The emergence of fD in transverse waves is defined at 
once by the reflector movement. Mechanism of fD
emergence is much more complicated in the 
longitudinal waves whose field moves together with the 
medium.  The total velocity of the acoustic waves 
includes movement velocity of the medium which is 
mobile and fills all possible space (Fig.2). At movement 
of the hard boundary the medium moves together with 
an obstacle and movement velocity of the medium V

r

near the obstacle boundary is equal to its movement 
velocity 0V

r
. 

Figure 2. Scheme of waves and medium movement at the 
reflector movement. 

This results in that the boundary conditions for acoustic 
waves can’t include the material boundary movement. 
The sound velocity in the first region (I) c0 in the 
immobile coordinate system zyx ,,  depends on the 
scalar parameters of the medium. Just near the obstacle 
(region III) the sound velocity in the system of 
coordinates zyx ′′′ ,, , moving together with it, is also 
equal to 0c . It is equal to 00 Vcc +=  relative to the 
immobile system. Velocity c∆  variation takes place in 
the region II due to the traverse influx and removal of 
the medium. Thus, the problem of defining of ∆fD
fluctuations should be solved in the system of three 
dimensions or with the simplification of the problem in 
two dimensions and should take into account the trial 
turbulence. 

2.4 Dynamic component of the reflection 
coefficient in the turbulent ABL 

The next information parameter is the return signal 
amplitude. Generally the amplitude values field is built 
in the height-time coordinates. The processes taking 
place in ABL are judged by the form of the field. Such 
usage of this information can’t be considered as a 
complete one. The reflection coefficient module is the 
information parameter for any radar systems but not 
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always its physical origin is interpreted adequately. The 
qualitative relations require even more modification 

When developing methods for separation of the 
information from the AS signals the notion of the sound 
reflection, mainly from the temperature 
nonhomogeneities, prevails. Such approach describes 
well the case of temperature inversions or thermal 
turbulence. The models of backward reflection for 
dynamic turbulence are developed rather weakly and 
sometimes they are even negated. Nevertheless, random 
motion of the continuous medium is possible only with 
the availability of random field of forces resulting in the 
local variations of velocity. If there are no external 
nonhomogeneous force fields then such field of forces 
can be stipulated only by a random pressure field. It is 
demonstrated in [5] by the digital example that with 
fluctuations of the flow velocity, inherent to the 
turbulent ABL, the pressure and density drop attendant 
to them will result in emergence of the return audio 
signal the level of which is comparable with the signal 
reflected from the temperature nonhomogeneities. But 
it should be taken into account that the range of the 
meteorological values fluctuations in ABL - wind 
velocity, aqueous vapor content, temperature and 
pressure pulsations – can be of several orders. That is 
why the relation of their contribution also changes in a 
wide range of values when forming the signal being 
received. 

3.  CONCLUSIONS 
The presented results of the analysis show that the 
complex of methods adapted to different states of ABL 
should be created. It will require creation of several 
types of antenna systems and sodar receiving-
transmitting paths optimized for different conditions 
and solution of different problems. Complexity of 
physical processes stipulates the necessity of thorough 
separation of the process of information extraction 
breaking into a number of stages. 

It is necessary to include measurement of parameters 
which do not receive proper attention at present in 
particular such an important parameter as humidity into 
the circle of the prospective problems. The fundamental 
possibility to solve this problem is defined by sufficient 
distinctions between conditions of a sound propagation 
in a dry and humid air.  

As a whole it is possible to consider that the 
development of the ABL dynamics theoretical 
foundations, methods for acoustic signals analysis and 
progress of technical means of sounding will make it 
possible to increase significantly the volume of 
information received by the acoustic sounding systems. 
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ABSTRACT 
We describe a new model of turbulent scattering of 
sound, based on Rayleigh scattering from small 
turbulent cells. The acoustic refractive index, arising 
from both temperature and velocity fluctuations, varies 
from cell-to-cell so as to give, to any arbitrary accuracy, 
agreement with theoretical spatial coherence or 
turbulent spectra. The scattering of sound is the sum of 
the Rayleigh scatter from all turbulent bubbles, and is 
shown to agree, without numerical artifacts, with the 
expected theoretical treatment for scattering of 
continuous monotonic sound from a large volume. 
Having demonstrated that the turbulent scattering 
model matches expectations for both turbulence and 
scattering, we then concentrate on finite volumes. The 
motivation is two-fold.  We are interested in how much 
sodar ‘noise’ originates from the limitation of a finite 
volume in each range gate, and secondly we are moving 
toward step-chirp designs comprising many small sub-
pulse of sound. The change in the scattering pattern 
with decreasing scattering volume is explored. The 
model also allows estimation of the variance of the 
scattering strength, and the variance of Doppler velocity 
estimation, which a attributable to a finite scattering 
volume. The implications for sodar design, and the 
interpretation of sodar correlations with other 
instrumentation, are discussed. 

1. MOTIVATION AND BACKGROUND 
The motivation for this work arises from earlier work 
on a linear-FM chirped sodar [1] and on a step-chirp 
sodar [2][3]. Both of these investigations are driven by 
a search for methods for improving sodar signal-to-
noise ratio. Linear-FM (continuously changing 
frequency during a transmitted pulse) is common in 
radar systems, but does not work in a straight-forward 
manner for sodars because of the very much larger 
Doppler shift/transmitted frequency ratio. A step-chirp 
approximates linear-FM by transmitting successive 
discrete frequency pulses to make up the overall 
transmitted pulse.  There remain a number of 
difficulties and concerns though, including the question 
of what happens to the turbulent scattering if the 
scattering volume becomes quite small. Our previous 
attempts to answer this question are incomplete [4]. 

The present model arose as a thought experiment. 
Turbulent scattering, from a volume of dimensions very 

much larger than a wavelength, is well established both 
theoretically and experimentally [5][6]. At the other 
extreme is scattering from a volume of dimensions very 
much smaller than a wavelength [7]. The scattering 
pattern and scattering cross section are very different 
for these two extremes of volume dimensions. Also, 
large volume scattering, so called Bragg scatter, is 
known to be extremely selective of the turbulent 
refractive index scales contributing to the scattering. Is 
this also true in the small volume (Rayleigh scatter) 
case?  If so, then do problems arise with multi-
frequency sodar designs because of scattering from 
scattering elements of different size? 

A typical sodar pulse duration is  = 50 ms. If this is 
divided into, say, 20 discreet frequency steps, then each 
step is of duration 2.5 ms and the relevant vertical 
extent in the atmosphere is 0.4 m. At a frequency of 4 
kHz this corresponds to 5 wavelengths. So this example 
lies very much between the two extreme scattering 
models.  A model is required which will cope with 
scattering in this regime. 

2. SCATTERER FROM SMALL VOLUMES 
The scattered acoustic pressure at large range r from a 
sphere of radius a (which is small compared with a 
wavelength) is [7] 
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where k0 = /c0, g = 1/0, h = c1/c0, and e = gh2, with 
k0 the wavenumber in the surrounding air, g the ratio of 
the density 1 in the sphere to the density 0 in the 
surroundings, and h the ratio of the sound speed c1 in 
the sphere to the sound speed c0 in the surroundings. 
The angle between the incident and scatter directions is 
θ and p0 is the incident pressure. 
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where  =1.4 is the ratio of specific heats for air. This 
gives 
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where V is the volume of the scatterer. In this Rayleigh 
limit, the scattered amplitude in (4) is proportional to 
volume, and to the square of frequency. For Bragg 
scatter, the amplitude dependence is on frequency to the 
power of 1/6. Fig. 1 shows the two scattering patterns, 
which are in fact very similar. 

 
Figure 1. Angular scattering pattern for intensity in the 
backward direction for Rayleigh (red) and Bragg (blue) 
scattering. 

The biggest difference in scattering pattern is that, for 
Bragg scatter, the intensity goes to zero at 90. 

3. MODELLING LARGER VOLUMES 
Rayleigh scattering amplitudes are proportional to 
volume V and, to first order, are independent of the 
volume shape. To model scattering form multiple small 
volumes, we set up a grid with cells of sides d and cell 
volume V = d3. Two such volumes combined have a 
volume 2V and the amplitude of scattering is simply 
twice that from a single volume. So the scattering 
pattern is not at all specific on d as long as d is much 
smaller than a wavelength  (d < 0.1 is a useful 
guide). Beyond that limit, phase effects begin to be 
important. For example, a long line of small volumes 
extending perpendicular to the sound propagation 
direction will produce scattered sound of many phase 
angles when summed at some distant receiver placed at 
90. This will lead to an intensity of zero at 90, in 
keeping with the Bragg predictions. 

In order to model turbulent temperature fluctuations, we 
must assign temperatures T1 to cells. This requires a 
turbulence model. Finally, the scattered pressure at 
some point is the sum of all the individual scattered 
pressures, allowing for direction and phase. The 
advantage of this new approach that the scattering 
pattern is already established for the small turbulent 

patches, without needing to solve a more general wave 
equation. 

4. RANDOM TURBULENT FIELD 
Our model is an application of that in [8]. For 
temperature fluctuations T  about mean temperature T0, 
the refractive index is 

 10
c
cn    (5) 

where 

02T
T 

 .   (6) 

The correlation function for refractive index 
fluctuations is the time average 
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and the three-dimensional spectral density is 
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For a von Karman spectrum and wind flow in the +x 
direction 
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and 
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where K0 = 2/L and L is the outer scale of turbulence. 
The normalised structure parameter 2

0
2 /TCT  is 

generally in the range 2x10-10 to 6x10-7 m-2/3 and 
2
0

2 / cCv  is generally in the range 1x10-9 to 2x10-6 m-2/3. 
K1/3 is the modified Bessel function of the second kind 
of order 1/3. 

A random  value at position r can be found using 
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where kn = nk(sincos, sinsin, cos), and n is a 
random angle uniformly distributed in 0 to 2 [8].  The 
angles  and  give the propagation direction. 

Given a turbulent intensity represented by a value 
for 2

0
2 /TCT , the three random numbers (, , n) allow 

a value to be found for the nth term in the summation. 
Acoustic wavelength is typically around 75 mm, and 
spatial scales down to 1/10th of this should be resolved, 
so the maximum k value should be at least 800 m-1. So 
choosing k = 1 m-1 and N = 1000 is reasonable. Fig. 2 
shows a numerical simulation of a von Karman spatial 
correlation function for refractive index compared with 
the analytic solution. Here we have used a single line of 
refractive index elements, with 2

0
2 /TCT =10-7 m-2/3 and 

K0 = 0.1 m-1. 

 
Figure 2. Comparison between modeled spatial correlation 
function (blue) and theoretical correlation function (red). 

 

5. NEXT STEPS AND CONCLUSIONS 
The above lays the ground-work for the model. We 
have validated the scattering model and the turbulence 
model. Now the two need to be merged. The geometry 
is that typical of a sodar with a cylindrical scattering 
volume where the radius is determined by beam width 
and height, and the depth is determined by the 
transmitted pulse length. The only new step is 
accounting for phase, which is very straight forward 
since it only depends on the scattering element position. 

At the point of production of the Extended Abstracts 
this is still a work in progress. In our poster at ISARS 
we aim to complete the analysis and determine how the 
scattering cross section, angular pattern, and selectivity 
vary with cylinder height. 
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INTRODUCTION
The use of the phased method of acoustic 

sounding for the atmosphere temperature remote 
measurement provoked a particular interest among 
the researches from the outset of the acoustic 
sounding application to the atmosphere parameters 
remote measurement.

The point is that the phase of the acoustic 
wave ϕ is related to the atmosphere temperature T
by rather simple equation [1]. This follows from the 
expression for the acoustic wave (1) and the 
expression for the acoustic wave phase (2):

( ) ( )( )π π= ∆ − ⋅ ∆2 2t mA A cos t T T h c ,           (1)

( ) ( )ϕ π π= ∆ − ⋅ ∆2 2t T T h c ,                 (2)

here ( ) ( )ϕ π π= ∆ − ⋅ ∆2 2t T T h c - is the 

acoustic wave phase; tA - is the wave amplitude at 
any instant; T - is the sound wave oscillation period; 
∆t - is the time at the sound wave observation 
moment; ∆h - is the height (distance) at which the 
sound wave, having passed the way from the radiation 
source to the height ∆h , is observed at the given 
instance ∆t ; c - is the sound wave velocity which is 
related to the atmosphere temperature by the known 
equation = 20c T .

Thus, we can easily find the value of c from 
the expression (2) by the measured phase ϕ of the 
echo-signal, if we know the time ∆t , through which we 
have received the scattered acoustic echo signal, and 
the height (distance) ∆h , from which we have received 
this echo-signal and, consequently, the value T

But if the time, within which we have received 
the measured sound wave ∆t , can be recorded by 
gating the receiver through the specified (known) 
time ∆ = стрt t , then the situation is different with the 

height ∆h as at acoustic sounding the height 
(distance) ∆h is not measured. Its value is defined 
as ∆ = ∆h tc and varies with variation of c . In this case, 
as according to (2) the spatial phase is defined 
as ( ) ( )ϕ π= ⋅ ∆2 T h c , then having substituted 

∆ = стрh t c in this expression instead of ∆t we will 

receive ( ) ( ) ( )ϕ π π π= ⋅ = =2 2 2стр стр стрT t c c T t t T ,

i.e. ϕ π= 2 стрt T . Here ϕ π= 2 стрt T - is a number of 

the wave cycles T for the gating time стрt . As with the 

specified parameters стрt and T their values do not 
change, then, consequently, the spatial phase in this 
case will not change remaining equal to ϕ π= 2 стрt T
with any meaning of the value c , and, hence, the 
value of the atmosphere temperature T . But in this 
case the height ∆h varies with variation of the value 
of c , as the value ∆h ∆ = стрh t c is defined 

as ∆ = стрh t c , it will be varying in such a way that the 

wave phase ϕ will not change with variation of 
temperature T .

Thus, any variations of the phase, associated 
with the acoustic velocity c variation (and, hence, the 
temperature), will always be compensated for the 
variation of the phase, associated with the height 
(distance) variation, and we will never observe the 
phase variations if we don't record the height.

Considering that with the pulsed sounding all 
the parts of the pulse change their height (distance) for 
one and the same value with the change in the sound 
wave velocity, then with the pulse sounding we will not 
observe the phase variation with the atmosphere 
temperature variation.

This conclusion was checked with the air 
balloon and the acoustic radar [2] and then [3]. The 
atmosphere temperature and the acoustic echo-signal 
phase were measured at the same height. But the 
author of [2, 3] did not find the mechanism making it 
possible to observe variations in the acoustic echo-
signal phase with variation in temperature and made a
conclusion that such a mechanism did not exist 
(though in the course of the experiment [2] a high 
correlation between the observed acoustic echo-signal 
phase and the measured temperature of atmosphere a 
high correlation had been received; the correlation 
coefficient had been equal to ~ 0,8).

But as a result of long-standing experimental 
and theoretical investigations we have found out the 
mechanism at the pulsed monostatic acoustic 
sounding of atmosphere, which makes it possible to 
observe variations in the acoustic echo-signal phase 
with a sufficiently high precision.

This mechanism is associated with existence 
of two effects at the pulsed acoustic monostatic 
sounding of atmosphere.

One of them testifies that the acoustic echo-
signal, scattered by a whole area of the atmosphere 
heights, occupied by half of the sounding pulse 
duration τ= 2L c , arrives simultaneously at the 
receiving antenna input at each instant. Thus, in this 
case we measure the echo-signal phase and 
amplitude, averaged for this whole area of heights, at 
each instant.

Another effect testifies that with the pulsed 
acoustic monostatic sounding of the atmosphere at the 
cost of changing the sound wave length, when the 
atmosphere temperature changes, variation of the 
spatial duration of the sounding pulse L takes place. 
The point is that the value L is related to the wave 
length λ by the equation ( )τ τλ= =2 2L c T . As the 
value τ T is not altered at the specified parameters τ
andT , variation of λ will involve the change in 
duration of the sounding pulse L , and in the side 
opposite to the sound wave motion.

At the cost of these two effects presence the 
mechanism is formed, permitting us to watch a change 
of the acoustic echo-signal phase at variation of the 
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atmosphere temperature and to measure these 
variations with a sufficiently high accuracy.

The essence of this mechanism is associated 
with the fact that at the pulse monostatic acoustic 
sounding at small changes of the atmosphere
temperature the sounding pulses height is overlapped, 
i.e. the major area of not varying (coinciding) heights 
( )A is saved and there is a rather small area of 
varying heights (fig. 1), where the layout by height of 
two sounding pulses having speed >1 2c c is
represented schematically.

Fig. 1 - Layout by height of two sounding pulses for 
the identical value ( )стрt , but for two different 

temperatures of the atmosphere 
1T and 

2T , so for two 
different values 1c and 2c (and >1 2c c )

As the acoustic echo-signal arrives at the 
receiving antenna input simultaneously from the whole 
area of heights occupied by a half of the sounding 
pulse τ= 2L c duration at the expense of the first 
effect, we measure simultaneously an average value 
of the phase for this whole area of heights τ= 2L c ,

which includes the area of not varying ( )A and 

varying ( )D heights. Then, as the area of not varying 
heights gives us a true value of the phase, associated 
with the change in the atmosphere temperature (as 
the average value of height for this area of heights 
does not vary with change in temperature), and the 
area of varying (not coinciding) heights, enters into the 
measured average value of the phase as a systematic 
error connected with a sounding pulse bias by height 
for the value ∆∆h , corresponding to a difference in 
phase for waves 1c and 2c , observed in points 

1cmaxh

and
2cmaxh , i.e. the area D enters in this case as the 

systematic error equal to 100 %,

But as the area of varying heights D is much 
less than the area of not varying heights A , its
specific gravity in the measured average value of the
phase ϕ will be insignificant and, therefore, 
systematic error ∆% at its expense will be 
insignificant and will be defined as ∆ = 100% % n ,

where ( )= +n A D D .

Let's consider this problem in more details.
For this purpose we shall divide the 

expansion of the sounding pulse L , consisting of the
area of coinciding heights A and distinct heights D ,
into sites, equal to the size of a site of distinct 
heights D . The number of such sites n will be defined
as ( )= + = +2 2 2 2 2 1n A D D A D .

As the mean value of a phase is measured as
( )ϕ ϕ ϕ

ϕ
+ + +

= ∑ 1 2 n
ср n

,

and the measured value D enters into a mean value 
as the systematic error ∆% equal to 100% n , then 
the measured mean value of a phase in this case will 
be overstated for the value of 100% n .

But as on a site of the area D , i.e. on the site 
of ∆∆ = −

1 2c cmax maxh h h the systematic error ∆% varies 

from 100 % observed at the point 
1cmaxh , up to 0 % 

observed at the point 
2cmaxh (at the point of the 

coinciding heights), then a mean value of the error 
∆% for this area can be taken equal to 50 %. But as 
at matching two measured values of phases ϕ1 and 
ϕ2 the phase for lower speed of sound will be 
underestimated at the expense of a site of distinct 
heights 2D for the value of ∆ = 50% , the systematic 
error ∆% in this case for a measured difference in 
phases ϕ1 and ϕ2 will be defined as

( ) ( )∆ = ⋅ =2 50 100% % n % n , where = 2n L D .
The value = +2 2L A D is an expansion of a 

sounding pulse for two compared sound waves having 
the smaller value of speed <2 1c c . In this case

τ=2 2 2L c , as =1 2D D , then the value D is defined
as = ∆∆ = −

1 2c cmax maxD h h h .

At the expense of the second effect, 
associated with the change in the sounding pulse L
expansion, as a result of change in the acoustic 
wavelength λ at variation of the atmosphere 
temperature, the decrease in one of two (namely,
lower one) areas of distinct heights 2D takes place, this 
results in the decrease in systematic error ∆% in the 
measurement of relative changes in the temperature 
of the atmosphere.

As the error ∆% considered above is 
connected with existence of two areas of distinct 
heights 1D and 2D , equal in value, then the action of 
the second effect at the expense of decrease in the 
lower area of the distinct heights 2D cannot reduce 
the systematic error ∆% more than by 50 %.

In this case the common systematic error
∆ общ% will be presented as 

τ
∆ = ∆ − ∆ = −

100 50
общ I II

стр

% %% % %
n t

.           (7)

As ( ) ( )τ= = ∆2 2 1 22 стр ,n L D c t c , it follows 
from the expression, that the common systematic error
∆ общ% decreases at the expense of the first and 
second mechanisms at the increase in duration of the
sounding pulse τ and at the decrease in duration of 
the strobe стрt , and also at the decrease in the 
observable variations of the atmosphere temperature 
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∆ T .
Therefore, from the point of view of reaching 

the minimum systematic error, it is expedient to carry 
out the sounding with the parameters стрt and τ close 
in value.

The carried out calculations of the value ∆ I% , 
connected with the first mechanism, for the following 
parameters of the equipment: τ = 0 1, with, = 0 2стрt , s

and for τ= = ⋅ ⋅ =2
1 1 0 1 330 45 16 52
2 2

L c , , , have made 

0,036 %; 0,36 %; 0,73 %; 2,62 %; 12,35 % at variation
of the observed temperature of the atmosphere for

0 1, ; 1 ; 2 ; 7 ; 20 , respectively.
Taking into account the second mechanism 

this error will be moderated by the value of 

∗ = =
50 50 25

2
% % %

n
for each value of ∆ T .

Applying the gating by height to the limiting 
admissible small sites ∆∆h , i.e. for all τ=стрt it is 
possible to watch changes in the atmosphere 
temperature at any heights accessible at the acoustic
sounding.

The method for measuring relative changes 
of the atmosphere temperature at the monostatic 
pulse acoustic sounding was developed on the basis 
of the described mechanism [5] This method was used 
in the developed acoustic radar applied to the long-
term measurements of the atmosphere temperature 
relative changes carried out at different angles of 
elevation and azimuth and at different heights [5] with 
the aim to check the hypothesis about possibility of 
existence of the molecular processes anisotropy in the 
Earth's atmosphere (in its boundary layer).

The obtained numerous results of the 
acoustic echo-signal phase under different weather 
conditions observed within a year, as well as 
comparison of the experimental data obtained through 
the use of the acoustic sounding with the data 
obtained by other means and at other heights when 
studying the molecular processes anisotropy 
phenomenon in the Earth's atmosphere, testify to a
high reliability of the information about the changes of 
the atmosphere temperature obtained with the help of 
the phase method of the atmosphere pulse acoustic 
sounding.

The errors of a different origin are studied 
and the ways of their recording are defined.

Fig. 2 and fig. 3 demonstrate the fragments of
the acoustic echo-signals phase measurements, 
obtained in [5] in the process of the echo-signals 
phase measurements simultaneously in three 
directions: in the vertical and in two directions, 
opposite in direction to the azimuth, at an angle of
α = 22 from the vertical. The results are obtained for 
two initial phases of the emitted acoustic package of 
waves differing by 180 .

Fig. 2 - Dependence of the acoustic echo-signal phase 
on time for three angles of sounding: ∆ - for the

vertical direction, + - for the western direction at the 
angle of α = 22 , o - for the eastern direction at the 
angle of α = 22 the rectified data according to [6], Н

– the phase of the radiated wave not inverted

This correspondence between the initial 
phases was saved in the received echo-signals; this
testifies that the phase of the acoustic wave, when
passing the path there and back up to the scattering 
volume of the atmosphere, was not distorted in the 
given case.

Fig. 3 - Dependence of the acoustic echo-signal phase 
on time for three angles of sounding: ∆ - for the

vertical direction, + - for the western direction at the
angle of α = 22 , o - for the eastern direction at the
angle of α = 22 , П – the initial phase of the radiated

wave inverted by 180 .

As the acoustic echo-signal phase ϕ is 
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connected with a random speed v by the relation 
ϕ = 1 v , then the observed measured phase values 
close in magnitude for two directions, opposite in
direction to the azimuth, testify to close values of 
molecules random speed, measured for these two 
directions, and the essential distinction between the 
measured values of the phase for these two directions 
at the angle of α = 22 and the phase, measured for 
the vertical direction, is in the satisfactory consent with
the experimental data obtained with other methods
and at other heights, which testifies to the possibility of 
existence of the molecular processes anisotropy 
phenomenon in the Earth's atmosphere.

CONCLUSION:
The mechanism, considered in the report, 

creates broad possibilities for development of acoustic
radars of a new generation, making it possible to 
measure the atmosphere temperature remotely with 
rather hair accuracy; earlier it was considered 
impossible in principle.

The presented above mechanism can
become a new trend in the atmosphere acoustic 
sounding.
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ABSTRACT 
Pulse compression techniques have been applied to 
SODAR technology in both, simulations and on an 
experimental device.  The increase in transmission 
power associated with a longer pulse is expected to 
extend  SODAR range at the same range resolution as a 
shorter simple pulse. A bank of matched filters is used 
for correlation with the backscattered signal.   It is 
shown that in principal pulse compression using a 
stepped chirp signal is successful, however the expected 
gains in range are not apparent due to a suspected lack 
of a coherence in the response to a stochastically 
varying atmosphere.  Novel post processing techniques 
using Gaussian Mixture Modelling (GMM) enable 
reliable identification and rejection of fixed echoes and 
noise contributions. 

1. INTRODUCTION 
In a trade-off between SODAR range and resolution a 
longer pulse increases transmission power and range 
and decreases the range resolution.  Pulse compression 
provides an alternative approach to the typical single 
frequency pulse.  By modulating the signal, the 
transmission bandwidth is decoupled from the 
transmission length.  As the transmitted signal is known 
a priori, a matched filter can be used which maximizes 
the signal to noise ratio (SNR) of the scattered sound 
within the presence of noise.  The filter response that 
achieves this is a time reversed replica of the 
transmitted pulse.  Pulse compression refers to the  use 
of a waveform designed with excess bandwidth 
together with a matched filter specifically designed to 
‘compress’ the returned signal into a shorter time.  The 
greater the bandwidth of the transmitted signal the more 
the returned signal can be compressed in time, this is 
known as the pulse compression ratio.  Pulse 
compression is used extensively in radar and 
communication applications.  For SODAR signals, its 
use has been proposed as an attractive method.  But to 
date its use in SODAR devices has been limited to a 
number of theoretical investigations [1] [2],  an 
experimental device which uses extremely long pulses 
with continuous linear frequency modulation [3] and 
multi-frequency SODAR has been implemented using 
non-coherent spectral methods [4].  This paper presents 
work which has been carried out to investigate the 
applicability of pulse compression to wind velocity 
profiling with SODARs.  Section 2 introduces the 

proposed pulse compression methodology, analyses the 
possible improvements that could be achieved, Section 
3 presents some results from measurements on a real 
device.  Section 4 presents a novel post processing 
scheme using GMM that can be applied to the matched 
filter output to reject reflections from fixed echoes and 
background noise. 

2. PULSE COMPRESSION 
A theoretical study [1] postulated an 11 dB SNR 
improvement when using a stepped chirp with 
SODARs.  The stepped chirp modulation compared to 
other techniques such as phase modulation is an 
attractive choice as it provides the best velocity 
resolution, and is compatible with existing spectral 
methods.  It has therefore been chosen for this work.  In 
interpreting the scattered signal the range-velocity 
ambiguity problem needs consideration as a change in 
frequency can be due to either modulation, or Doppler 
shift.  Careful coded waveform design can minimize the 
range-velocity ambiguity problem.  For a stepped-chirp 
the ambiguity is easily understood.  Consider a linearly 
increasing (in frequency) chirp. If the spacing of the 
frequencies is of the same order as the Doppler shift the 
matched filter will detect false returns at intervals 
related to the sub-pulse spacing.  

2.1 Doppler estimation from matched filters 
For SODAR the wideband matched filter is adopted due 
to the small wave speed to target speed ratio. The 
matched filter that maximizes the SNR of a reflected, 
Doppler shifted, noisy signal y(t) can be expressed as; 

 dtaxtyat ))(()(),( *  




  (1) 

Where Ψ(t) is the  matched filter output and α is the 
Doppler stretch parameter which is a function of the 
radial velocity, y(t) is the returned signal and x(t) is the 
transmitted signal.  The velocity detection algorithm is 
implemented as a bank of matched filters each with a 
different α, to represent a range of possible radial 
velocities. Maxima in the matched filter bank output 
represent positive identification of target at a particular 
range and velocity.  A delayed Doppler shifted version 
of the step chirp representing an echo from a moving 
target can be expressed as: 
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Where T is the sub-pulse duration, fn the chirp 
frequencies,  and σ the subpulse width.  The matched 
filter is implemented using FFTs as shown in the in  
Figure 1.  The Hilbert transform is used to compute the 
analytic signal, so that the magnitude of the matched 
filter output is smooth.  The  matched filter yields two 
output parameters for each time lag, the magnitude 
MFmax(t) and the Doppler stretch parameter αmax(t), 
which is converted to a radial velocity estimate vr(t) 
using. 

 
Figure 1. Matched filter bank algorithm 

2.2 Waveform design 
For a step chirp a range-velocity ambiguity is caused 
when there is a high degree of correlation for not only 
the zero-Doppler case, but also at a Doppler shift 
related to the frequency spacing, where for example the 
first frequency in the matched filter waveform, matches 
the second frequency of the returned signal and the 
second matches the third etc..  Assuming a maximum 
wind velocity of 20 m/s and a beam tilt of 20° the 
maximum radial velocity (vrmax) is about 7 m/s.  As 
Doppler shift scales with transmitted frequency, to 
optimize the transmission bandwidth, a non-linear 
frequency spacing is optimal.  To prevent ambiguity, 
starting with a maximum transmit frequency of 6.5kHz 
and a minimum of 3kHz, the transmission bandwidth of 
the CHIRP experimental SODAR [5], this equates to an 
optimal non-linear frequency spacing of: 

][
2
2][][]1[

max

max nf
vc
vcnfnfnf

r

r 


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This places a strict limitation on the pulse compression 
ratio that can be achieved.  For the CHIRP SODAR, the 

maximum pulse compression ratio is 9 which is 
equivalent to a maximum transmission power increase 
of 9.54 dB.   

To increase the pulse compression ratio, the bandwidth 
and ambiguity must be increased.  The ambiguity 
function is a tool used to study the range-velocity 
ambiguity.  It is implemented using (1) but replacing 
y(t) with x(t).  The level of range-velocity (RV) 
sidelobe relative to the main lobe informs on the ability 
of the waveform to differentiate between  different 
ranges and velocities.  The experimental CHIRP 
SODAR is bistatic where transmitter and receiver were 
located side-by-side allowing for a long pulse as 
simultaneous recording and transmission is possible.  
The blind range (the range where simultaneous 
transmission and measurement is not possible) is 
limited to a single sub-pulse length.  This also allows 
the direct comparison of matched filter based methods 
with traditional in-coherent power spectrum methods as 
the chirp train can be processed in both ways.  Chirp 
pulses of 9/-27 frequencies are used in this study where 
individual subpulses are between 30 and 5 m long. 

To reduce the RV sidelobes the frequency order of the 
sub-pulses can be optimized e.g. by using Costas codes 
[6].  Measurements showed the ratio of direct to 
backscattered sound from 150 m is about 50 dB thus 
defining the required reduction in RV peak sidelobe 
level (PSL).  Can this be achieved by decreasing the 
frequency spacing, by reducing vrmax? Figure 2 a) shows 
the ambiguity function for a 9 frequency chirp c) for a 
27 frequency Costas optimised chirp. Figures 2b) and 
d) provide more detail on the centre of the pulse.  Both 
pulses are 180 m long overall. PSL in Figure 2d) is 
around -23 dB, while Figure b) shows no sidelobes but 
a lower effective range resolution.  Also for both 
waveforms a strong thin central peak occurs when the 
matched filter matches in both range and Doppler scale.  
The level of the thin central lobe in relation to the wider 
central lobe is around 9 dB for the 9 frequency chirp.  
To ensure that the matched filter can detect Doppler 
shifted signals, the velocity resolution of the filter bank 
must be such that it can fully represent the thin central 
lobe in the ambiguity function. If the thin central lobe is 
not detected the system will perform like an incoherent 
spectral based method.  
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Figure 2. Ambiguity functions for a 9 frequency chirp (top) and a 27 
frequency chirp (bottom). The centre line cross-sections in velocity 
(middle) and range (right) bring out the thin central lobe which 
determines matched filter performance.  

The only way to increase bandwidth and decrease PSL 
below -50dB is to increase the length as vrmax is 
decreased.  The length must be increased to at least 200 
s, with a vrmax of 0.0005 m/s!  This is extremely long 
and time variance of the atmosphere will cause a 
mismatch of returned signal with matched filter causing 
the detection to fail.  Therefore the maximum 
achievable pulse compression ratio for a long chirp is 9.  
With a short chirp, the required sidelobe level is much 
lower as assuming a blind range is acceptable then the 
RV PSL need only be around 7 dB for 100 ms chirp, 
this is related to the rate of decay of the backscattered 
sound of this period.  However the shortness of the 
pulse makes comparison with spectral methods 
difficult. 

3. MATCHED FILTER RESULTS 
Figure 3 A shows the overlaid matched filter results 
from ten minutes of  sounding of the atmosphere using 
a tilted beam, a 9 frequency 180 m pulse, with a 
matched filter bank resolution of .05 m/s.  The z axis is 
not shown but represents the matched filter output 
magnitude.  Visual inspection indicates a steady 
decrease in radial velocity up to 70 m (the range of the 
device was generally limited by electronic noise), but 
within the presence of a number of scatters which vary 
around 0 m/s.  These are fixed echoes due to a number 
of tall structures nearby.  Figure 3 B shows the radial 
velocity computed using a standard FFT based method 
fitting a Gaussian to the spectrum including rejection of 
noisy spectra.  This shows that there has been no 
obvious gain in using matched filtering to increase the 
range of the system.  This result is consistent for 
numerous measurements.  The expected 9 dB gain 
should show a clear extension in range, while it could 
be argued that the fixed echo response would appear to 
be extended the range of backscattered data is the same.  
The strong central peak shown in Figure 2 is not being 
detected but the points on the wider peak are.  With 
Bragg scattering, scattering structures of scales related 
to ½ a wavelength dominate.  Therefore different 
groups of scatterers contribute scattering for different 
wavelengths.  This causes the phase relationship 
between the different frequency components of the 

scattered signal to be randomized.  It can be shown that 
when an ambiguity function is generated as in Figure 2 
but with the phases of simulated return signal 
randomized, the strong thin central lobe is lost.  In this 
case the matched filter just detects peaks based on the 
wider central lobe, hence the range of the algorithm is 
the same as the incoherent method. 

 
Figure 3. Radial velocities, a) matched filter, b) spectral estimates 

4. POST PROCESSING USING GMM 

4.1 Algorithm 
Despite this result, the matched filtering still provides 
radial velocity estimates where multiple frequencies are 
automatically combined into single radial velocity 
estimates.  Additionally the resulting data set contains 
radial velocity estimates on a finer range grid than is 
usual when using range gating.  While the effective 
resolution due to the sub-pulse length is not increased, 
the location of the scattered sounds are not forced to 
originate from the range gated positions. By assuming 
that the backscattered signal is the result of the sum of a 
number of different hidden stochastic processes, a 
statistical model such as GMM, where data is assumed 
to be a sum of multiple multivariate Gaussian 
processes, can be used to recognize different random 
processes. An iterative algorithm is optimized to 
estimate the most likely set of model parameters 
including the number of mixtures, the component 
weights, the component covariance and the component 
means.  The number of components is chosen via the 
Akaike information Criterion.  Fitting a GMM to the 
data from Figure 3 yields Figure 4, where each 
Gaussian distribution is displayed as a 3D ellipse, 
whose position and shape are based on the optimized 
covariance σ, and mean µ matrices.  

 
Figure 4. GMM fit to ten minutes of matched filter data 
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4.2 Fixed echo and noise identification and 
rejection 

Rules are defined to classify each component as either, 
backscatter, fixed echo or noise, experience and details 
from [7] are used to help determine these rules.  

Fixed 
echoes 

The magnitude of the mean velocity µv is less than 0.1m/s – scatterers from 
stationary objects are not Doppler scaled.    And   Velocity standard 
deviation σv is less than 0.1m/s, backscatter may have a zero Doppler shift, 
but it will have a larger variance due to the turbulence. 

Noise The covariance matrix value which determines the slope between range and 
MF output is positive.  – backscattered sound will always decay with range, 
noise may not. 

Noise Standard deviation of component in velocity direction is greater than 1m/s 
Outliers Component mean velocity value is more than 2 m/s away from the Mixture 

median value.  – This identifies outliers and rejects them. 

Table I. GMM classification rules 

Components that display any of the described attributes, 
are rejected.  Figure 5 shows the GMM after fixed 
echoes and noise have been rejected And shows that 
fixed echoes, direct sound and noise have been detected 
and rejected effectively even when backscattered sound 
is present at the same range as the fixed echoes. 

 
Figure 5. GMM components with fixed echoes and noise removed 

A final radial velocity estimate can be produced by 
from the filtered GMM, by calculating the 50% 
percentile of the distribution mixture and the 
confidence limits on that estimate can also be computed 
directly.  Using the probability from the total mixture, 
ranges that exhibt a low probability (p<0.05) can be 
rejected as inaccurate. Figure 6 A shows 10 minute 
wind speed averages over a 15 h period computed using 
the matched filter method using 5 beams, (at 6 pm there 
was a cable failure). 

 
Figure 6. A GMM based estimate wind speed from a day's worth of 
data (ten minute averages) 

5. CONCLUSIONS 
Pulse compression for Doppler SODAR does not 
provide the expected gains that have been predicted.  It 
is thought that this is because the nature of the 
scattering which can hide the phase relationship 
between different frequencies in the scattered signal.  
However the matched filter does provide an alternative 
approach to SODAR signal processing where different 
frequency components are automatically linked. The 
investigations have also inspired the development of an 
alternative post-processor where radial velocity 
estimates are computed using a GMM.  This is able to 
categorize and separate components such as noise, 
backscatter and fixed echoes.  Additionally by fitting a 
statistical model to the data, other statistical parameters, 
such as σw, are directly available.  The GMM post 
processing method could also be applied to radial 
velocity estimates from standard spectral methods. 
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ABSTRACT
ACTUAL is a comprehensive study of the London 
urban boundary layer, with a wide selection of in situ 
and remote sensing instrumentation deployed. One of 
the instruments is a new urban sodar design, which we 
describe. The goal for this instrument is to provide 
information at heights between those sampled by 
instruments on small masts (generally at less than 10m 
above rooftops), and the data collected by a Doppler 
lidar at heights above around 80m. This is a very 
interesting and challenging region, since there is great 
complexity arising from the rough building/street 
structure. It was therefore necessary to design a sodar 
which had extended ‘complex terrain’ capabilities, 
particularly in having good spatial and temporal 
resolution, as well as not sampling in volumes which 
are widely separated spatially. Our solution is to use a 
single vertically-transmitted beam, of moderate beam-
width, coupled with the use of a ‘Doppler imaging 
camera’. The camera comprises a cluster of small very 
directional microphones which image the scattering 
from the across the width of the transmitted beam. The 
disadvantage of relatively low Doppler shifts is 
compensated by having many simultaneous samples of 
the Doppler components, essentially from a ‘common 
volume’. The design will be discussed in detail along 
with field trials.

1. DISTRIBUTED SAMPLING VOLUMES
Sodars measure the Doppler shift due to the radial 
component of wind along off-vertical beam directions. 
Measurements from 3 or more beam directions are used 
to build up the 3 components of the wind vector at each 
height, as shown in Fig. 1. The assumption in this 
method is that the same wind is present in each of the 
volumes sampled by the various beam directions [1].
However, in an urban environment the radial wind 
equations contain different wind components. For 
example, a 3-beam system sampling 3 separate volumes 
at a particular height will have u1, u2, and u3 for the 
easterly wind component instead of just u, and 9 wind 
components in total, instead of just 3.

The challenge for the design of an ‘urban sodar’ is 
therefore to not have spatially distributed sampling 
volumes.  The solutions proposed for complex (hilly) 
terrain are either correction of the wind measurements 

using a complex terrain flow model, or implementation 
of a Common Volume Profiler, or bistatic sodar.  
However, neither of these options are available in an 
urban environment. Models with detail of a few meters 
simply do not exist (indeed, their absence is one of the 
motivations for measurements in an urban area). There 
is also difficulty finding suitable roof-top or open 
ground sites for a conventional sodar, let alone one with 
the necessary extended baseline of a bistatic sodar. An 
alternative approach is therefore needed.

Figure 1. Wind vectors are assembled at each height 
layer by estimating the radial Doppler shift from a number of 
sampling volumes in a conical scan.

2. MONOSTATIC BEAM ANGLES
A typical monostatic sodar system comprises a planar 
phased array of many transducers or, alternatively, 
several parabolic dish antennas each having a single 
transducer at its focus. The transducers are used both as 
transmitters and receivers. Transmission is into three or 
more beams, one of which might be vertical, but the 
others offset from the vertical by 15º-20º. Two beams, 
each 15º from the vertical and in orthogonal vertical 
planes are separated by 38 m at a height of 100 m.

This geometry of Nb beams gives Nb equations at any 
particular height, which relate the measured radial 
Doppler shift to the three vector wind components.  
Clearly Nb ≥ 3 to solve for the three vector components.

More beams should reduce the errors in solving for the 
three components, in a least-squares manner.  But the 
difficulty is that transmission and reception is typically 
performed serially on the various beams, rather than in 
parallel, and this means that more beams take longer to 
sample and temporal variability degrades whatever 
advantages might have been expected.

Transmit
Receive

Lidar or sodar

Wind
Radial 
component

Volume 1

Volume 2Volume N

Lidar or sodar

Conical scan
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Clearly the design aims for an urban sodar should be to 
have multiple simultaneous beams, and to have these 
clustered near the zenith. However, in its simplest form, 
the equation system to be solved is

33

22
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cossin
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where D are the scaled radial Doppler shift 
measurements, (u, v, w) is the vector wind, θ is the 
zenith angle for beams 1 and 2 (and beam 3 is vertical), 
and ε are the measurement errors which can be assumed 
to be distributed as N(0, σm).  Error propagation finds 
that
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This means that there is error magnification for beams 
clustered at small zenith angles θ and, for such a system 
to be successful, the advantages of multiple beams must 
offset the disadvantages of small zenith angles. Since 
error reduction decreases roughly as the square root of 
the number of uncorrelated random error sources, 16 
sensors will compensate for a change in zenith angle 
from 15º to 3.7º i.e. sin(15)/sin(3.7) = 161/2. At 100m 
height, two beams in orthogonal vertical planes and 
having zenith angles of 3.7º are separated by only 9 m, 
so spatial variability problems are much reduced.

3. DISH ANTENNA BASICS
Our design is based on the use of a parabolic dish 
antenna.  The geometry is shown in Fig. 2. Two sensors 
are shown, one laterally displaced a distance r from the 
focal point. This lateral sensor has a beam with zenith 
angle 

f
r

f
r
≈=θ −1tan (3)

where f is the focal length of the parabola. The same 
construction shows that the angular half-width of beam 
for a sensor which itself is of diameter d will be d/2f.
We chose a commercial satellite receiving dish having f
= 492 mm and used this as a mold for fiberglass copies 
(the fiberglass is acoustically ‘dead’). For microphones 
we used d = 10 mm diameter omni-directional electret 
microphones which have low self-noise and good 
sensitivity.  These have a geometric beam half-width 
with this dish of 5/492 radians or 0.6°. Being omni-
directional, they nevertheless collect sound from the 
whole antenna area.

Figure 2. Dish geometry. One sensor is at the focal point 
(red) and the other a distance r laterally from the focal point.

A sensor displaced laterally by 32mm will have a beam 
zenith angle of 3.7°.

Figure 3. Sensor head geometry. The 18 sensors 
comprise one central (red), 6 with centers displaced d
(yellow), 6 with centers displaced 31/2d (blue), and 6 with 
centers displaced 2d (white). The radius of the head unit is 
2.5d = 25 mm.

A close-packed geometry is shown in Fig. 3. This will 
give opposing beam combinations in several directions 
and has over all angular symmetry (the beam pattern 
will look similar to the mirror image of the microphone 
head). The microphone head unit obscures a fraction of 
only 2% of the incoming sound for a 500 mm diameter
dish.

4. THE DOPPLER CAMERA CONCEPT
Measuring the azimuth angle φ from the x axis shown 
in Fig. 2, the Doppler equations are

mmmmmm wvuD ε++φθ+φθ= sincos (4)

for microphone m = 1,2,..,18.

This set of 18 equations can be solved by least squares 
for the 3 wind components. Because of symmetry,

∑
=

=
M

m
mD

M
w

1

1 . (5)

the average of all the Dopplers.
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φ = 90º
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What does a typical Doppler shift pattern look like, 
plotted visualizing the microphones as pixels? If plotted 
as a contour plot, it will have a preferred direction.  
This suggests a fitting procedure based on the typical 
scatter pattern for straight line regression. Eqn. 4 can be 
rewritten

0=′−+ Dvyux (6)

where x and y are the Cartesian coordinates of 
microphones on the sensor head, and D´ is the vector of 
D values minus the mean.  This is the equation of a 
straight line, so linear regression can be used to find u
and v.

5. EMERGING DESIGN
At this point we are first experimenting with a 3-sensor 
system. This is equivalent to conventional 3-beam 
sodars, except that we are using a single dish antenna 
for the 3 sensors. For this first version, the microphone 
units are very low noise 1.2-inch commercial 
microphones and, because of their size, we are using an 
offset focus parabolic dish, so that the sensor head is 
not within the sound path. This trial design allows us to 
experiment with various signal conditioning ideas, but 
it contains the essential ingredients of the Doppler 
camera in that all beams are transmitted and sampled 
simultaneously.

Figure 4. A photograph of a dish, single transmitter horn 
and driver, and acoustic baffles. One side of the acoustic 
enclosure is open.

The sodar transmitter dish is shown in Fig. 4.  We 
measured the beam pattern for the horn without dish, as 
shown in Fig. 5. There is very little frequency 
variation, so this horn and dish arrangement can be used 
with complex signals such as chirps.  When the dish is 
added, the beam half-width decreases to around 3º.

This system uses separate transmitter and receiver
enclosures, as shown in Fig. 6
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Figure 5. Measured beam patterns of the transmitting 
horn.

Figure 6. A photograph of the combined transmitter and 
receiver enclosures set up at the test site of the University of 
Reading. The metal box on the ground is a temporary power 
distribution box.
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ABSTRACT  
Two sets of wind lidar are installed perpendicular to the 
direction of the seashore in order to measure wind 
profiles in east coast of South Korea. The time lag of 
sea breeze initiation and heights of sea breeze are 
compared with distances from the coast and with time. 
The wind turnings from land breeze to sea breeze and 
vice versa are also analysed.   

1. INTRODUCTION 
Sea-land breeze is representative local circulation 
observed in coastal region. There have been many 
studies about sea-land breeze so far, but field studies for 
observation focused on vertical structure of sea-land 
breeze are relatively rare.   

2. INSTRUMENTATION 
IInn  oorrddeerr  ttoo  iinnvveessttiiggaattee  tthhee  cchhaarraacctteerriissttiiccss  ooff  llaanndd--sseeaa  
bbrreeeezzee  iinn  eeaasstt  ccooaassttaall  aarreeaa  iinn  SSoouutthh  KKoorreeaa,,  tthhee  wwiinndd  
ddiirreeccttiioonn  aanndd  ssppeeeedd  bbyy  hheeiigghhtt  aatt  ttwwoo  ppooiinnttss  wweerree  
oobbsseerrvveedd..  TTwwoo  sseettss  ooff  wwiinndd  lliiddaarr  wweerree  iinnssttaalllleedd  aatt  ttwwoo  
llooccaattiioonnss  ((ppooiinnttss  AA  aanndd  BB  iinn  FFiigg..  11))  aanndd  tthheeyy  aarree  aabboouutt  
77kkmm  aappaarrtt..  TThheerree  iiss  aa  rraannggee  ooff  mmoouunnttaaiinnss  ppaarraalllleell  ttoo  tthhee  
sseeaasshhoorree  iinn  ssoouutthhwweesstt  rreeggiioonn  iinn  tthhee  rriigghhtt  hhaanndd  ssiiddee  ooff  
tthhee  mmaapp  iinn  FFiigg..  11..  TThheerree  aarree  55  aauuttoommaattiicc  wweeaatthheerr  
ssttaattiioonnss  aatt  1100  mm  hheeiigghhtt..  TThhee  oobbsseerrvvaattiioonn  ppeerriioodd  iiss  ffrroomm  
MMaarrcchh  33  ttoo  JJuunnee  1100,,  22001111..    

3. RESULTS 
TThhee  hhoorriizzoonnttaall  cchhaarraacctteerriissttiiccss  ooff  llaanndd--sseeaa  bbrreeeezzee  iinn  EEaasstt  
SSeeaa  ccooaasstt,,  wwaass  tthhaatt  tthhee  wwiinndd  ddiirreeccttiioonn  ooff  sseeaa  bbrreeeezzee  wwaass  
ddiiffffeerreenntt  ffoorr  eeaacchh  aarreeaa  dduuee  ttoo  ccoommpplleexx  ttooppooggrraapphhiiccaall  
eeffffeeccttss  ddeessppiittee  iittss  mmoonnoottoonnoouuss  ccooaassttlliinnee..  IInn  oorrddeerr  ttoo  
iinnvveessttiiggaattee  tthhee  cchhaarraacctteerriissttiiccss  ooff  ddaaiillyy  cchhaannggee  ooff  sseeaa--
llaanndd  bbrreeeezzee,,  wwee  aannaallyyzzeedd  tthhee  ddaattaa  ffoorr  aa  nnuummbbeerr  ooff  ddaayyss  
wwhheenn  iitt  wwaass  cclleeaarr  aanndd  wwiinndd  ssppeeeedd  wwaass  llooww((cclloouudd  
aammoouunntt  lleessss  tthhaann  55  aanndd  ggeeoossttrroopphhiicc  wwiinndd  lleessss  tthhaann  66  
mm//ss)),,  rreessuulltteedd  iinn  44  ddaayyss  sseelleecctteedd;;  AApprriill  1177,,  MMaayy  22,,  MMaayy  
88,,  aanndd  MMaayy  1177..  AAtt  ppooiinntt  AA  nneeaarr  tthhee  ccooaassttlliinnee  aanndd  aatt  
ppooiinntt  BB,,  wwhhiicchh  wwaass  aabboouutt  77  kkmm  aawwaayy  ffrroomm  sseeaasshhoorree  ttoo  
iinnllaanndd,,  tthheerree  wweerree  ddiiffffeerreenncceess  iinn  tthhee  bbeeggiinnnniinngg  aanndd  
ddeevveellooppmmeenntt  ooff  sseeaa  bbrreeeezzee  aanndd  tthhee  ttrraannssiittiioonn  ttiimmee  iinnttoo  
llaanndd  bbrreeeezzee..  DDuuee  ttoo  ddeevveellooppmmeenntt  ooff  sseeaa  bbrreeeezzee,,  tthhee  
wwiinndd  wwaass  66∼∼1122  mmss--11  aatt  ppooiinntt  AA  wwhhiillee  aatt  ppooiinntt  BB,,  iitt  wwaass  
33∼∼44  mmss--11..  TThhee  ddeevveellooppmmeenntt  ooff  sseeaa  bbrreeeezzee  ssttaarrtteedd  aabboouutt  
aann  hhoouurr  llaatteerr  iinn  ppooiinntt  BB  tthhaann  iinn  ppooiinntt  AA..    FFiigg..  22  sshhoowwss  
wwiinndd  ssttrruuccttuurree  aatt  ttwwoo  llooccaattiioonnss  iinn  MMaayy  1177..  TThhee  wweesstteerrllyy  
bblleeww  uunnttiill  77  iinn  tthhee  mmoorrnniinngg  aatt  AA  aanndd  tthhee  wwiinnddss  ttuurrnneedd  ttoo  

nnoorrtthheeaasstteerrllyy//eeaasstteerrllyy  ssiinnccee  99  aamm  aanndd  tthhee  mmaaxxiimmuumm  
wwiinndd  ssppeeeeddss  aarree  88  mm//ss  aatt  55  iinn  tthhee  aafftteerrnnoooonn  aatt  ssiittee  AA  aanndd  
44  mm//ss  aatt  33  ppmm  aatt  ssiittee  BB  aanndd  tthheenn  tthhee  wwiinnddss  ttuurrnn  
cclloocckkwwiissee  iinn  tthhee  ddiirreeccttiioonn  aatt  eevveenniinngg.. 
 

 
Figure 1. The location of observation experiment(top) and 
wind lidars installed(bottom, A and B). The wind 
directions(red arrows)are at surface level averaged from 13h 
to 18h on selected clear 4 days. 

 
Figure 2. Diurnal variation of wind vector for 17 May, 2011 
at (a) Site A, and (b) Site B.  
 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

179

Poster Session 1

 

SURFACE BASED REMOTE SENSING AND NEURAL NETWORKS FOR COMPLEX 
TERRAIN BASED DISPERSION MODELING  
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ABSTRACT 
In this study the diurnal variation of different 
atmospheric parameters in the Atmospheric Boundary 
Layer (ABL) at different altitudes has been using from 
a ground based remote sensing instrument, Phased 
Array Doppler Sodar. The Phased Array Doppler sodar 
used in the study is developed by Society of Applied 
Microwave Electronics Engineering and Research 
(SAMEER), India. The sodar generates acoustic signal 
in three orthogonal directions using 8x8 phased array 
antenna with programmable frequency (1800 Hz to 
2500 Hz). Most of the human activities take place 
within the atmospheric boundary layer (ABL) and it 
plays a vital role in modifying the atmospheric 
circulation and the dispersion of air pollutants.  These 
studies are based on the data collected at hill side area 
Indian Institute of Technology (IIT), Bombay Campus, 
Mumbai which has complex terrain topography, the 
campus is spread about 500 acres (2023428 sq. m) over 
19.08ºN Latitude, 72.55ºE Longitude. By analyzing the 
received signal from the atmosphere (scattering from 
atmospheric inhomogeneity due to temperature 
fluctuations), the individual components of the wind 
(two horizontal and one vertical; or u, v, and w) can be 
estimated. This paper also explores various parameters 
of acoustic radar data, which includes the site specific 
parameters such as Joint Frequency Distribution (JFD), 
Wind Rose (WR) and Echogram (reflectivity) for 
feature identification and analysis, which are some of 
the critical inputs provided for dispersion modeling. An 
Artificial Neural Network (ANN) model is proposed for 
dispersion modeling on basis of sodar data which will 
be used as input parameters for the study. With the help 
of site specific input parameters model can find out the 
hidden correlations between wind data required to carry 
out analysis of dispersion over complex terrain. 

1. INTRODUCTION 
Surface based remote sensing is one of the most trusted 
technique when it comes to mesoscale meteorology as 
compared to satellite based synoptic studies. The layer 
near the surface in which heat, momentum and moisture 
are exchanged between earth and atmosphere, and 
where pollutants are dispersed is popularly known as 
ABL [7]. Here, output which we get from the sodar 
system is wind field components, the components of the 

three-dimensional wind field (u, v, w) are derived by 
measuring the frequency shift of the backscattered 
acoustic pulse due to the Doppler effect [3].One of the 
fundamental problem which has to be addressed is 
whenever one wants to model the dispersion of 
atmospheric pollutants is to relate quantitatively the air 
concentration and deposition values of one or more 
pollutions species in space and timer to independent 
variables such as emissions into the atmosphere, 
meteorological variables and parameters, which 
describe removal and transformation processes. All 
these independent variables can also be functions of 
space and time, but need not all be mentioned 
relationship by mathematical and/or physical methods is 
called a ‘model’. It is often necessary to establish 
objective techniques to predict or analyze the wind 
distributions. In complex terrain it is difficult to 
characterize wind patterns even experimentally, as the 
measured wind is often representative only to a 
horizontal scale of a few meters.  

Available data show strong site-specific characteristics, 
but there is a clear need for more observational work to 
fully understand and quantify complex terrain 
influences on ambient air quality.  In complex terrain, 
the wind field is strongly affected by topography, and 
thus the profiles strongly depend on wind direction [6]. 
Some models work on deterministic approach such as 
Gaussian diffusion model and time series model such as 
Box model which have their own assumptions and 
requirements which allows users to choose the 
parameters according to site selected [2].Statistical 
modeling with the help of ANN has eventually proved 
their impact on real time prediction with a greater 
accuracy [1]. 

These complex dispersion models simulate 3-D 
atmospheric fields to a certain level of accuracy; they 
also require detailed input conditions and significant 
computer effort that is not feasible for wide use in a 
variety of operational atmospheric applications now or 
in the near future. One of the alternatives is to use 
artificial neural networks (ANN) to assess the future 
impact of emission sources on the atmosphere by 
forecasting wind speed. The ANN methods have two 
major advantages: simplicity in use and low 
computational requirements [8]. In this study, we try to 
implement the feasibility of using ANN methods in 
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simulating the transport and dispersion of wind 
components for both short-term averaged time series of 
input conditions (meteorological parameters) and output 
conditions (current simulated wind speed and 
direction).  

2. ARTIFICIAL NEURAL NETWORK MODEL 
ANN model has proven applications in acoustic remote 
sensing for atmospheric dispersion modeling and 
unknown air pollution sources [5]. The structure of a 
three layer neural network is shown in Fig. 4.The 
transfer function which will be used here is the 
sigmoidal function. 

           Y = [1 + e (-ax+b)]-1                                     (1) 

Where ‘a’ will determine slope of the sigmoid and ‘b’ is 
the threshold. The process of learning the training set of 
patterns means the determination of the optimum 
weights which will certainly minimize the mean square 
error between the outputs in the output layer and the 
desired values. Most commonly used “back- 
propagation learning algorithm” [9] is used or the 
training. Basically initial random weights between ±0.5 
will be assigned to each weight as initial guesses. The 
weights are learned through an iterative process. During 
learning the weights are updated. When the network 
learns the training set of patterns well enough it can be 
used for determining the output values for the pattern 
with unknown outputs.  

 
Figure 1: Training and validation errors with respect to 
training time. 

As reported by [4] the backpropagation only refers to 
the training algorithm and is not another term for the 
multilayer perceptron or feed-forward neural networks. 
Output can be a tracer concentration or it can be 
correlations of wind profile data that depends generally 
on what input data is provided in addition to raw sodar 
data.  

3. RESULTS 

3.1 Study Area and Specifications of Sodar 
The Phased array Doppler sodar instrument used in 
project is developed by SAMEER, India. The test 

analysis is carried out at SAMEER; IITB campus area 
which is a complex terrain area situated at hill side, the 
campus is about 500 acres (2023428 sq. m) over 
19.08ºN Latitude, 72.55ºE Longitude. 

 
Figure.2: Spatial location of experimental site on google map 
with the instrument. 

No. of piezoelectric 
transducers 

52 

Frequency 1800-2500 Hz 
Acoustic power (output) 100W 
Wind speed accuracy 0.1ms-1 
No. of beams 3 (zenith, north and east) 
Beam angle 16º 
Maximum angle 1000m 
Pulse width  Programmable 
Pulse repetition frequency Programmable 
No. of FFT points 4096 
Transmission Type Reflecting mode 
Beam width 5ᵒ 
Range resolution User defined 
Table.1: Technical specifications of the SAMEER Sodar 
system used   in the study. 

3.2 Computation of Joint Frequency Distribution 
& Wind Rose 

We have also computed JFD & display WR for 
different classes and   analyze various features from 
Echograms on daily basis as well as analysis by means 
of T-H (Time vs. Height) plot; these parameters are 
required as an input to validate the models. All the 
parameters are site specific and can be utilized as per 
requirement for the research. 

4.2.1   Methodology 

Sodar systems collect wind data continuously for 
further processing through offline software. All wind 
files are for a given period located at a given directory 
and analysis can be daily, monthly, and yearly as per 
user specifications and these wind data is again pre-
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processed as per signal to noise ratio (SNR) values for 
data quality control. 

Echogram observed for 13th Oct 2011, 24 hr period 
[Time (x axis) Vs. Height (y axis)] 

(a 0-8 hrs, b 8-16 hrs, c 16-24 hrs.) 

a. 

b.

c.

 
 

Wind Rose  

 
Figure.3: Corresponding echogram (received vertical acoustic 
signal intensity in relative units) and wind rose generated for 
13th Oct 2011. 

 Only wind magnitude & wind direction data fields 
are extracted from wind file after prequalification 
using SNR value. These wind magnitudes are 
classified in 10 different classes of wind as per 
their magnitude.  

 Similarly wind directions are distributed in 16 
sectors of interval where each sectors are of 22.5 

degree. These wind speed and direction values are 
distributed into suitable classes. Each class is 
divided by number of qualified data for the given 
period.  

 This gives percentage difference of wind speed and 
wind direction of wind data collected over a given 
period by user. This data is arranged in tabulated 
form which is known as joint frequency 
distribution and graphically plotted as wind rose. 

Here we have processed data for post monsoon season 
(i.e in the month of october) over mumbai region and 
the echogram observed is seen in the figure.3 

4.2.2 Tools used for the Study: 

Here the idea is to use input parameters as a height, u, 
v, w (two horizontal and one vertical) components and 
output is wind speed and wind direction parameters 
which are known as well as unknown. Unknown values 
indicate forecasting of the required data. The hidden 
layer in between is trained by weights which are 
adjusted according to the log-sigmoid function (eqn.1). 
We have used multilayer feed forward backpropogation 
for the data.   

 
Figure.4: Proposed topology of the three-layered feed-forward 
neural network which is used in this study. 

An error signal is basically described as the difference 
between the desired and actual output. In our case 
training uses the magnitude of this error signal to 
compute to what degree the weights in the network 
should be adjusted so that the overall error of the 
multilayer perceptron is minimized. The error values 
from the required test data is between 0.1-0.2%. 
JavaNNS [10] tool is used as a neural network 
simulator; it is based on its computing kernel, with a 
newly developed, comfortable graphical user interface 
written in Java set on top of it. It’s free open source 
software developed by University of Tübingen. The 
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output from the simulator further can be used to 
forecast the short term wind speed. JFD and WR 
software is MS window based software package. In 
order to provide textual and graphical analysis of wind 
data to wind profile users. It is designed and developed 
using NI Lab VIEW. This software provides provision 
for data quality control periodic analysis, ASCII, and 
image storage facility, analysis at different height levels 
and easily printed reports.  

CONCLUSION 
In this test analysis we have processed the wind 
components obtained from raw sodar data and given as 
a input to the JavaNNS simulator for short term wind 
speed prediction. Also post monsoon data processing 
and computation of joint frequency distribution, 
displaying wind rose for different stability classes and 
generation of echograms and feature identification 
based on input raw sodar data has been carried out. NI’s 
Lab VIEW 7 software was used for processing data. 
These results can act as a preliminary input to the 
dispersion model proposed and further assumptions are 
made on its basis for atmospheric boundary layer 
meteorology. 
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ABSTRACT

The influence of wind velocity in the atmospheric 
boundary layer (ABL) on the ground concentrations of 
main air pollutants has been analyzed on a base of 
long-term sodar sounding in Moscow. As it is shown 
the most of minor atmospheric gases and even CO2
demonstrate monotonously decreasing functions of the 
wind velocity both in the ground air layer and in Ek-
man layer above. However, ozone due to its specific 
(growth with a height in the lowest air layer close to 
the ground) has opposite dependence so that as a rule 
the higher is wind velocity the higher is the ground 
concentration of O3. One more specific feature is func-
tion of SO2 concentrations of the wind velocity which 
is non-monotonous and demonstrates intermediate 
maximum because this gas, unlike most other pollut-
ants, is emitted mainly from high sources.   

1. INTRODUCTION AND MEASUREMENTS 

As one knows sodar sounding allows to measure wind 
profiles with fine spatial resolution and, besides, to 
determine a type of the lower atmosphere thermal 
stratification by analyzing of the classic sodar record 
(sodar echogram). Among others, inversion layers 
which prevent upward dispersion of air pollutants may 
be seen and recognized on this record. Both wind ve-
locity and thermal stratification clearly influence on 
air pollution levels. Thus, results of the sodar sound-
ing contain information about both these parameters, 
so that the air pollution monitoring is one of the most 
important applications of the sodar data since 1970s 
and 1980s [1, 2, etc.].  
The acoustic remote sensing of the atmosphere is car-
rying out at Meteorological observatory of Moscow 
State University continuously since 1988. Firstly ver-
tical sodar “ECHO-1” by GDR production was used, 
then – Doppler sodar “MODOS” of METEK company 
(Germany) production which operates there since 
2004. Classic Doppler scheme of three beams with 
separate antennas for each beam, one vertical and two 
inclined, is used there (see Fig.1). Each antenna con-
sists of seven equally-phased loudspeakers; totally – 
21. Its operation frequency is 2000 Hz, total electric 
transmit power is 1 kW, the vertical range is from 40 
to 500 m, spatial resolution is equal to 20 m, reliable 
wind profiles are measured in average of each 10 min.  

An accuracy of wind velocity V measurements by the 
sodar is ±0.24 m/s up to the value of 6 m/s and ±4 % if 
V is higher than 6 m/s. The main results of wind 
measurements by the sodar in Moscow are presented 
in [3 and others].   
In 2002 a special ecological station was created by 
common efforts of IAP and Geographical faculty of 
MSU at the same location in the Observatory (at a 
distance of 70 m from the sodar). Since that time con-
tinuous measurements of the ground concentrations of 
a lot of minor air gases are carrying out there  

Fig.1. Doppler sodar “MODOS” (of METEK pro-
duction) at Moscow University.  

Fig.2. Ecological station at Moscow University. 
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automatically on the 4 m level above the ground 
(Fig.2) during each minute with high accuracy: ±1 ppb 
for ozone, ±0.05 ppb for nitrogen oxide and for nitro-
gen dioxide, ±10 ppb for carbon oxide and ±0.5 ppb 
for sulfur dioxide [4]. Gas analyzers there are cali-
brated accordingly to standards of the WMO Global 
Atmospheric Watch. It should be noted as well that 
the station is situated at green park zone of the Uni-
versity on the South-Western periphery of the city. As 
a result, fortunately, none of strong sources of the at-
mospheric pollution presents in close locality of the 
station so that measurements there are quite represen-
tative for a great area of the city. 
Thus, joining of results of both sodar and chemical 
measurements allows to study in details short-term 
dynamics of the air pollution and their relations with 
meteorological conditions. Among others, sodar data 
at Moscow University allowed to explain difference 
between morning and evening maxima of the diurnal 
courses of main urban air pollutants CO and NO 
which are primary products of fuel burning. As it was 
shown by authors using the sodar data the most prob-
able reason of the highest concentrations in morning is 
usual existence of elevated inversion at that time [e.g., 
4]. One more usage of the sodar data about thermal 
stratification was an explanation of structure of rela-
tions between main air pollutants [5].    
It should be noted that there are a lot of examples of 
case-studying in literature which represent separate 
cases of extremely high air pollution incidents and 
their relations with meteorological conditions during 
several hours or, at least, several days. However, any 
example may demonstrate some occasional effects 
which may be not typical and do not reflect common 
tendencies. Evidently, for better understanding of 
these tendencies it is necessary to analyze and com-
pare not only separate cases, even interesting, but 
long-term sampling of simultaneous data as well.   

2. MAIN RESULTS 

Common database of synchronous chemical, sodar 
and ground meteorological measurements during each 
hour has been created for period since 2004. On its 
base an influence of different meteorological parame-
ters on the air pollution dynamics has been studied, 
including, among others, hourly-averaged wind veloc-
ity by the sodar data at various heights. The first pre-
liminary result for the period from 2004 to 2007 was 
presented briefly in [6]. Now we represent more de-
tailed and extended statistical results which contain all 
simultaneous hourly-averaged data of chemical meas-
urements of the air composition and sodar measure-
ments of wind velocity at Moscow University for the 
period since November the 11th of 2004 till June the 
30th of 2008. The average ground concentrations of six 
gases have been calculated under different values of V 
at four heights: 40 m, 60 m, 100 m and 200 m. Total 
sampling of hours of simultaneous measurements con-
sists nearly of 15.000 hours at 40 m and at 60 m. As 

one knows the number of reliable sodar measurements 
decreases with a height so that at the level of 100 m a 
sampling is equal nearly to 14.500 whereas at 200 m 
height – nearly to 11.500 only. The results for the lev-
els 40 and 200 m are presented below on Fig.3 and 4 
correspondingly.    
The main tendency of almost all gases, except only 
ozone, is decrease of their concentrations with a 
growth of wind velocity. Some primary products of 
fuel combustion such as nitrogen oxide and carbon 
oxide demonstrate monotonous dependencies which 
are close to hyperbolic functions so that the more is 
wind velocity the less is in average their ground con-
centration. It is a result of combined action both of 
wind velocity and of thermal stratification because 
calm conditions are connected usually with surface 
inversions at night. Evidently, sources of NO and CO 
are low (mostly, urban traffic close to the ground). So, 
both these factors lead to slow dispersion of NO and 
CO. Similar dependence is seen for the secondary 
pollutant NO2.
Unlike them SO2 which is mainly product of high 
sources (city heating, plants, etc.) demonstrates non-
monotonous function with maximal values of concen-
trations under wind velocity in a range from 1 to 2 m/s 
– both at 40 m, and at 200 m. It means that in calm 
conditions smoke-plumes from chimneys move as a 
rule upward above the ground. Ozone due to its spe-
cific (increase with a height due to dry absorption of 
this gas by the ground, especially at night in condi-
tions of surface inversions) has a contrary dependence 
so that the more is wind velocity the higher is ground 
concentration of O3 because more intensive vertical 
mixing leads as a rule to downward transport of this 
gas from upper air layers to the ground.    
The only exception from this total tendency is a bit 
lower average concentrations of the ground ozone 
under intermediate values of V in range from 7 to 9 
m/s at 40 m height (and, correspondingly, under val-
ues of V from 14 to 17 m/s at 200 m height) in the 
comparison with both less and more velocity values.  
One more gas which ground concentration was ana-
lyzed among others is carbon dioxide. Unlike other 
mentioned above gases, CO2 is not an air pollutant 
because it represents constant part of even ideal clean 
air. Nevertheless, even carbon dioxide demonstrates 
the same total dependence on the wind velocity as 
minor gases except ozone: the more is V the less is 
CO2 concentration as a rule. However, it should be 
noted that its function at the height of both 40 m, and 
200 m is not monotonous because there is an increase 
of CO2 concentration under strong winds (from 7 to 12 
m/s at 40 m and from 15 to 18 m/s at 200 m).  
All mentioned above empiric functions are statistically 
meaningful at least with probability of 0.95 with the 
account of confidence intervals.  
For more detailed analysis of possible changes of 
these tendencies with a height Figure 5, in addition to 
Figures 3 and 4, represents for three gases (ozone, 
nitrogen oxide and sulfur dioxide) dependencies of  
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a) Ozone and nitrogen oxides;  

b) Carbon oxide and sulfur dioxide;  

c) Carbon dioxide. 

Figure 3. Influence of wind speed at 40 m height on 
the ground concentrations of minor gases by  
hourly-averaged data in 2004-2008. 
Confidence intervals are calculated with signifi-
cance level of 0.05. 

a) Ozone and nitrogen oxides;  

b) Carbon oxide and sulfur dioxide;  

c) Carbon dioxide. 

Figure 4. Influence of wind speed at 200 m height 
on the ground concentrations of minor gases by  
hourly-averaged data in 2004-2008. 
Confidence intervals are calculated with signifi-
cance level of 0.05. 
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their concentrations on the wind velocity at all four 
heights. As it is seen mentioned above functions for 
each gas are principally the same everywhere.  
For instance, dependences of NO on V demonstrate 
simple and close to hyperbolic functions at all heights. 
Function of O3 is complicated and non-monotonous 

a) Ozone;  

b) Nitrogen oxide; 

c) Sulfur dioxide. 
Figure 5. Influence of wind speed on the ground 
concentrations of a gas at different heights. 
Hourly-averaged data for period of 2004-2008 were 
used. Confidence intervals are calculated with sig-
nificance level of 0.05.

but in general it demonstrates a growth of its ground 
concentrations under strong winds at any height. The 
highest concentration of SO2 is observed under V in 
range from 1 to 2 m/s at any height as well.  

3. CONCLUSIONS 

The ground concentrations both of minor gases and of 
carbon dioxide are clearly dependent on the wind ve-
locity in the ABL. For NO, NO2, SO2, CO and CO2
functions of velocity are decreasing whereas for O3 it 
is mainly increasing.   
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ABSTRACT 
Urban boundary-layers evolve a complex 

structure in response to urban surfaces. Within 
roughness sublayers there are typically a range of 
morphologies at different scales: comprising a mixture 
of building shapes, parks, trees and larger-scale features 
(e.g. rivers). Over such heterogeneous landscapes, it 
can be challenging to conduct representative micro-
meteorological analyses from point measurements. 

In London and Helsinki, comparisons were 
made between ultrasonic anemometry (a micro-
meteorological standard) and two instrumental 
techniques providing wind speeds representative of 
larger scales (several hundred meters): a scintillometer 
(Scintec BLS 900) and a scanning Doppler lidar 
(HALO Photonics Streamline). Dual-beam 
scintillometry provides estimates of wind speed 
perpendicular to the beams; the lidar was configured 
with a novel scanning strategy, enabling an estimation 
of a horizontal transect of wind vectors. 

Field tests began in October 2011 in Helsinki 
along a 4.2 km path at about 50 m height; sonic 
anemometry is available near both ends of the path. A 
field experiment in London (18th February to 17th May 
2011) focused on an area of central London around the 
River Thames: an 808-metre scintillometer path crossed 
the river at about 20–35 m height and its wind speed 
was compared with wind-speed data from the lidar 
(plus, ultrasonic anemometry was available near one 
end of the path). These new lidar anemometry methods 
were verified against measurements from the 
scintillometer and ultrasonic anemometers. 
Furthermore, the path-resolved transect of wind vectors 
across the River Thames revealed interesting 
atmospheric flow features, such as channeling and flow 
speed-up. 

 

ACKNOWLEDGMENTS 
This work has been supported by the EC FP7 project 
ERC PBL-PMES (No. 227915), EPSRC 
EP/G029938/1, EUF7 MegaPoli (212520), EUF7 
Bridge (211345), UK Met Office, NERC 
NE/H00324X/1. Guy Pearson advised on implementing 
LIDAR SNR quality control. Marc Stringer and Gary 
Robinson provided data support on the ACTUAL 
project. Rosy Wilson and John Lally provided technical 
support on the ACTUAL project. Thanks to all 
people/students at KCL who contributed to the data 
collection; KCL Directorate of Estates & Facilities for 
giving us the opportunity to operate the various 
measurement sites; funding support from KCL; 
Westminster City Council, BT,  and Guy’s Hospital. 
Related project websites: http://urban.fmi.fi and 
http://www.actual.ac.uk.  

 

 

 

COMPARING LIDAR ANEMOMETRY WITH OBSERVATIONS FROM SCINTILLOMETERS AND 
ULTRASONIC ANEMOMETERS; IN LONDON AND HELSINKI. 

Curtis Wood1,2, Lukas Pauscher3, Helen Ward3,4, Rostislav Kouznetsov1,5, Ewan O’Connor1,2, Anne Hirsikko1, Ari 
Karppinen1, Janet Barlow2, Simone Kotthaus3, Mariana Gouvea3, Sian Lane2, CSB Grimmond3 

1Finnish Meteorological Institute, Helsinki, Finland 
2Department of Meteorology, University of Reading, United Kingdom 

3Kings College London, United Kingdom 
4Centre for Ecology and Hydrology, Wallingford, United Kingdom 

5A. M. Obukhov Institute of Atmospheric Physics, Moscow, Russia 

 
 
 

Curtis Wood, curtis.wood@fmi.fi 
 
 

ABSTRACT 
Urban boundary-layers evolve a complex 

structure in response to urban surfaces. Within 
roughness sublayers there are typically a range of 
morphologies at different scales: comprising a mixture 
of building shapes, parks, trees and larger-scale features 
(e.g. rivers). Over such heterogeneous landscapes, it 
can be challenging to conduct representative micro-
meteorological analyses from point measurements. 

In London and Helsinki, comparisons were 
made between ultrasonic anemometry (a micro-
meteorological standard) and two instrumental 
techniques providing wind speeds representative of 
larger scales (several hundred meters): a scintillometer 
(Scintec BLS 900) and a scanning Doppler lidar 
(HALO Photonics Streamline). Dual-beam 
scintillometry provides estimates of wind speed 
perpendicular to the beams; the lidar was configured 
with a novel scanning strategy, enabling an estimation 
of a horizontal transect of wind vectors. 

Field tests began in October 2011 in Helsinki 
along a 4.2 km path at about 50 m height; sonic 
anemometry is available near both ends of the path. A 
field experiment in London (18th February to 17th May 
2011) focused on an area of central London around the 
River Thames: an 808-metre scintillometer path crossed 
the river at about 20–35 m height and its wind speed 
was compared with wind-speed data from the lidar 
(plus, ultrasonic anemometry was available near one 
end of the path). These new lidar anemometry methods 
were verified against measurements from the 
scintillometer and ultrasonic anemometers. 
Furthermore, the path-resolved transect of wind vectors 
across the River Thames revealed interesting 
atmospheric flow features, such as channeling and flow 
speed-up. 

 

ACKNOWLEDGMENTS 
This work has been supported by the EC FP7 project 
ERC PBL-PMES (No. 227915), EPSRC 
EP/G029938/1, EUF7 MegaPoli (212520), EUF7 
Bridge (211345), UK Met Office, NERC 
NE/H00324X/1. Guy Pearson advised on implementing 
LIDAR SNR quality control. Marc Stringer and Gary 
Robinson provided data support on the ACTUAL 
project. Rosy Wilson and John Lally provided technical 
support on the ACTUAL project. Thanks to all 
people/students at KCL who contributed to the data 
collection; KCL Directorate of Estates & Facilities for 
giving us the opportunity to operate the various 
measurement sites; funding support from KCL; 
Westminster City Council, BT,  and Guy’s Hospital. 
Related project websites: http://urban.fmi.fi and 
http://www.actual.ac.uk.  

 

 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

189

Session 8
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Department of Meteorology, University of Reading, Earley Gate, P.O. Box 243, Reading, RG6 6BB 

ABSTRACT 
Low Level Jets (LLJs), defined as wind speed maxima 
within the lowest several hundred metres above ground, 
influence the structure and dynamics of the atmospheric 
boundary layer. They are important due to practical 
implications for flight safety, air pollution and wind 
engineering, particularly with the potential wind 
loading on the structure of tall buildings. Yet, relatively 
few studies have examined LLJs over urban areas. The 
aim of this study is twofold: (a) to examine the structure 
and dynamics of the Urban Boundary Layer (UBL) 
over London, when LLJs are present, under low and 
high wind conditions related with stable and near 
neutral stratification respectively. And (b) to evaluate 
the wind profiles specified in the UK wind loading code 
under these conditions. Data were collected during the 
ACTUAL project (Advanced Climate Technology 
Urban Atmospheric Laboratory) which has established 
platforms of instrumentation in London for longer term 
observations of urban meteorology. The UBL vertical 
structure was monitored with a Halo-Photonics 
scanning Doppler lidar. Results were compared with (a) 
data obtained from an eddy correlation system, installed 
at the BT-tower (190.8 m agl) and (b) results from the 
Met Office's Unified Model (UKV, variable-resolution 
model that is run for the UK weather forecast). The LLJ 
origin was studied using model results. LLJs 
modification due to different aerodynamic 
characteristics of the urban area under different wind 
directions was examined with morphological data. 
Wind profiles were compared with predictions of the 
Deaves and Harris model which is used in the UK wind 
loading code.   

1. INTRODUCTION 
Low level wind maxima with the form of LLJs have 
attracted a great deal of interest due to their importance 
for air pollution studies, wind energy production, and 
aviation safety. Various criteria have been proposed for 
the identification of LLJs; also, a number of 
mechanisms have been suggested for the LLJ 
development. LLJs can develop due to inertial 
oscillations in the boundary layer (Blackadar 1957), 

baroclinicity over sloping terrain (Holton 1967), gap 
winds (Macklin et al. 1990), or flow separation (Oettl et 
al. 2001). In some cases several factors contribute to 
LLJ formation such as the combination of large scale 
processes with mesoscale forcing due to the complex 
terrain (Liu et al. 2000), or frontal events in the stable 
marine boundary layer (Helmis et al., 2012).  

During the last years, a few studies have experimentally 
examined LLJs in the urban environments at 
Washington (Frehlich et al., 2006), Oklahoma City 
(Wang et al., 2007) and Moscow (Kallistratova and 
Kouznetsov, 2012). Results from the later study 
highlighted the role of thermal stratification and the 
LLJ modification over the urban area as a result of the 
thermal structure of the urban atmosphere. 

The aims of this study are a) to examine the structure 
and dynamics of the UBL over London under a LLJ, 
and b) to compare observed wind profiles with the 
predictions of the models in the various wind loading 
codes: the Deaves and Harris model, the power law and 
the log-law. Comparisons aim to test whether a more 
detailed representation of the urban surface is needed to 
provide an improved estimate of the wind profile. 

2. SITE AND METHODS 
The UBL in London was monitored by three 
instrumentation platforms that were deployed in the 
frame of the ACTUAL project (Advanced Climate 
Technology Urban Atmospheric Laboratory). 
ACTUAL aims to develop the tools to monitor and 
simulate urban climate from city down to building 
scale. The vertical structure of the UBL was measured 
with a Halo-Photonics scanning Doppler lidar installed 
at the roof-top of the Westminster City Council’s 
building (18m agl, lat. 51O 31’ 17’’ N  lon. 0O 09’ 40’’ 
W). Two modes of operation were used: continuous 
vertical stare, and the Doppler beam swinging (DBS) 
method of wind profiling (Pearson et al., 2009). The 
instrument operates at 1.5 µm wavelength, the pulse 
repetition frequency is 20 KHz, the sampling frequency 
is 30 MHz (with integrated signals being outputed 
every 3.6 s), and the vertical resolution is 30 m. Only 
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spurious returns are available within 90m of the lidar, 
therefore results are presented from heights of 100m 
upwards.  

The heat and momentum fluxes were analyzed with 
measurements from two identical instrumentation 
platforms; they were equipped with eddy correlation 
systems (Gill Instruments R3-50 sonic anemometer, 
and Licor Li-7500 Hygrometer), net radiometers (Kipp 
and Zonen CNR4) and weather stations (Vaisala 
WXT520). They were installed at the Westminster City 
Council Library roof-top and at the BT-tower (190.8 m, 
agl lat. 51O 31’ 17’’ W lon. 0O 08’ 19’’ N). The BT-
tower is the tallest building within several kilometres, 
with good exposure to winds in all directions. Data 
from the fast response sensors were logged at 20 Hz 
and were subject to quality assurance checks (Wood et 
al., 2010).  

Following Barlow et al., (2011), mixing height (MH) 
was derived from lidar turbulence measurements by 
considering a threshold value of 222 1.0 −= smwσ . In order 
to check the sensitivity of the calculated height to 
changes in the threshold, a 30% perturbation of this 
threshold value was applied. 

The UKV, a variable-resolution version of the UK Met 
Office Unified Model that is run for the UK weather 
forecast, was employed.  The grid spacing is 1.5 km 
over most of the domain, including London.  The model 
was run in operational configuration, thus the urban 
scheme and the boundary layer scheme that are used for 
forecasting were tested against observations. (Lean et 
al., 2011). 

The neutral log-law mean velocity profile equation is 
given by: 

0

* ln
z
z

k
uV =     (1) 

where *u is the friction velocity, 0z the aerodynamic 
roughness height and k = 0.40 is von Karman’s 
constant. The power-law model uses an empirical 
formula for the mean velocity profile of the form: 
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where h is the equilibrium boundary layer height. 

3. RESULTS 
During the period from 28/9 to 2/10/2011 a high 
pressure system was centred over Europe, resulting in 
moderate southerly flow, cloudless skies and 
temperatures warmer than average over the UK. 
Conditions favoured an urban heat island over London, 
and the lack of clouds was advantageous when 
comparing model and observations. Strong temperature 
inversions were observed both at the surface overnight 
and capping the boundary layer, associated with anti-
cyclonic subsidence. Results from 30/9 (see Fig. 1) are 
presented here, which was a typical day in terms of 
urban boundary layer evolution.  

Figure 1. Geopotential height at 500 hPa (colourscale) and sea 
level pressure (white contours) for 30/9/2011.  

Fig. 2 shows the Doppler lidar data: the nocturnal LLJ 
which was initially observed during the early night 
hours appeared again during the day-time from 10:00 – 
13:00 at higher levels (approximately 600-700 m).  

Figure 2: Contour plot of the wind speed (in m s-1) and mixing 
height (MH) from lidar measurements. Minimum and 

maximum MHs are due to 30% perturbation in threshold 
criterion used in derivation.  

During the night time the mixing height is lower than 
150 m, except at 02:00, when the observed peak (close 
to 300 m) is probably associated with the appearance of 
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the LLJ. A similar pattern repeats after 20:00 when 
wind maxima appear on the top (or very close to) the 
MH. It is evident that during the morning and noon 
hours the LLJ follows closely the development of the 
MH.    

Comparison between data obtained from the DBS 
method with data from the BT sonic anemometer gave 
good agreement; good agreement was also found 
between the lidar and sonic estimated variance of the 
vertical wind speed component (not shown here).  

Fig. 3 shows the development of the jet spatially, as 
simulated by the UKV. Results from the central (BT-
tower), southern (Croydon - lat. 51O 17’ W lon. 0O 7’N) 
and northern (Barnet - lat. 51O 38’ W lon. 0O 7’ N) 
London suburban areas are presented. By comparing 
Figs 2 and 3, it can be seen that the peak of the LLJ 
measured by the lidar was 100 – 200 m higher than the 
modeled peak. At the same time the model 
underestimates the boundary layer depth, possibly due 
to underestimated heat fluxes.  Between 1200 and 1700 
the LLJ is not visible in the lidar data, suggesting that it 
has either been broken down by convective mixing, or 
lifted above the range of the lidar. 

Given the southerly flow, Croydon is approximately 
18km upwind of London, whilst Barnet is 
approximately 15 km downwind. At Barnet the jet 
appears higher and is weaker, probably indicating the 
influence of the convective UBL. In Kallistratova and 
Kouznetsov (2012) significant differences between the 
rural and urban LLJs were observed, with urban LLJs 
being higher and weaker. They provided evidence that 
the LLJ mechanism was the inertial oscillation induced 
in the wind field by frictional decoupling during the 
evening transition. In our study evidence of inertial 
oscillations could not be deduced from hodographs (not 
shown here) at the height of the jet’s core.  

Comparisons between the measured and theoretically 
deduced (see eqn. 1-3) profiles for the first 500 m of the 
UBL are presented in Fig. 4, Vref is taken to be the 
lowest measured windspeed, mz 8.00 = , 27.0=α  and 

mh 3250= (Cook, 1997). 

It is clear that greater differences are observed when the 
convective UBL is still developing (09:00, 10:00), and 
when the LLJ is within the first 500 m. The agreement 
between the measured and theoretically deduced 
profiles is better under the fully developed convective 
UBL, when the LLJ is much higher.  

4. CONCLUSIONS 
This study presents a case study of the structure of the 
Urban Boundary Layer over London under the presence 
of a LLJ. The LLJ was determined from lidar 

measurements and was seen to persist from night-time 
into the day-time convective boundary layer. 

    (a)

(b) 

(c) 

Figure 3: UKV model results for the upwind (a – Croydon) 
downwind (b – Barnet) and central (c – BT-tower) parts of 

London. 
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The jet maximum was located just above, and closely 
followed, the MH as determined from lidar turbulence 
measurements.
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Figure 4: Measured and theoretically deduced normalized 
wind profiles. Vref is at the first measurement height (90m) 

and D&H is the Deaves and Harris model. 

Runs with the UK Met Office UKV model showed a 
shallower mixing height and lower jet, suggesting that 
urban heat fluxes may have been under-represented. 
The model runs also provided evidence that the 
convective UBL weakens the LLJ across London, as 
well as shifting the jet core upwards. It was found that 
the wind profile models which are usually employed in 
wind loading codes fail to predict the wind profile 
under the developing convective UBL, when the LLJ 
core is low. Further research is underway to examine 
the frequency of LLJs over the urban area, and the 
accuracy of the wind loading code in predicting urban 
wind profiles across a range of conditions. 
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ABSTRACT
Wind power assessments, as well as forecast of wind 
energy production, are key issues in wind energy and 
grid related studies. However the hub height of today’s 
wind turbines is well above the surface layer. Wind 
profiles studies based on mast data show that the wind 
profile above the surface layer depends on the planetary 
boundary layer (PBL) structure and height, thus 
parameters that are not accounted for in today’s 
traditional applied flow simulation models and 
parameterizations.

Here we report on one year of measurements of the 
wind profile performed by use of a long range wind 
lidar (WSL 70) up to a height of 600 meters with 50 
meters resolution. The lidar is located at a flat coastal 
site.

The applicability of the WRF model to predict some of 
the important parameters for wind energy has been 
investigated. In this presentation, some general results 
on the ability of WRF to predict the wind profile and 
the turning of the wind direction with height will be 
touched upon, but we mainly will discuss the long term 
distribution of the wind speed, which is often 
represented by a Weibull distribution. It was found that 
above 100 meters both the measured scale (A) and 
shape (k) parameter are larger than predicted by WRF. 
The under prediction of scale parameter is in 
accordance with the general underestimation of the 
wind speed by WRF. The consequence for wind energy 
is discussed and a simple parameterization for the shape 
parameter is put forward.

1. SITE AND MEASUREMENTS
The measurements were carried out at the Danish 
National Test Station of Wind Turbines at Høvsøre, 
which is located at the western coast of Jutland, Fig. 1. 
Except for the presence of the North Sea to the west, 
the terrain is flat and homogeneous consisting of grass, 
various agricultural crops and a few shrubs. The 
intensively instrumented 116.5 m high reference 
meteorological mast is located about 1.8 km east of the 
coastline and south of the closest wind turbine stands. 
Wind speed is measured at 10, 40, 60, 80, 100, 116.5 m 
with Risø cup anemometers and the wind direction at 
10, 60 and 100 m. with wind vanes. Observations from 

the 160 m top level at the nearby light tower are also 
used. Both the light tower and the meteorological mast 
are instrumented with METEK Scientific USA-1 sonic 
anemometers installed at heights: 10, 20, 40, 60, 80, 
100 and 160 m. The three-dimensional wind speeds are 
measured with a frequency of 20 Hz and then reduced
to 10-min statistics of linearly de-trended mean values, 
variances and co-variances. 

Figure 1 Geographical location of the Høvsøre site.

In addition a pulsed wind lidar (WLS70) has been 
operating near the meteorological mast between April 
2010 and March 2011. The wind lidar is equipped with 
a rotating silicon prism providing an optical scanning 
cone of 15 degrees to zenith. The lidar scans the 
atmosphere at four azimuth angles separated by 90°. 
One 360 degree full scan (rotation) is performed about 
every 30 s. The wind lidars Doppler shift based 
measurements of the wind are available measures from 
100 m above the ground and every 50 m up till 1 to 2 
km height dependent on the attainable 10-min averaged 
Carrier to Noise (CNR) ratio. The upper measuring 
height is often determined by the cloud base where the 
lidar signal (1.55 nm) largely weaken. 

2. NUMERICAL MODELLING
Wind profiles were predicted using a research real-time 
forecast system based on the WRF ARW model version 
3.2.1, developed by the National Centre for 
Atmospheric Research (NCAR), [1]. It is a numerical 
weather prediction and atmospheric simulation system 



16th International Symposium for the Advancement of Boundary-Layer Remote Sensing

195

Session 9

designed for both research and operational applications. 
Data for initial and boundary conditions come from the 
Final Analyses (FNL, Global Final Analysis Data) of 
the National Center for Environmental Prediction 
(NCEP, USA) global model. The physical options of 
model setup include the Noah land surface scheme [1]
and the Thompson microphysics scheme [2]. The WRF 
model calculates the meteorological parameters at 41 
vertical levels from the surface to pressure level 100 
hPa. Eight of these levels are within the height range of 
600 m that is analyzed in this study and the first model 
level is at 14 m. 

When the model is run in analysis mode as in this 
study, it uses the NCEP Final Analysis (FNL) global 
boundary conditions that are available every 6 hours on 
a 1 x 1 degree grid. Two domains with a horizontal grid 
size of 18 and 6 km respectively are used. The 
simulations are initialized every 10 days at 12:00 and 
after a spin up of 24 hours a time series of 10 minutes 
simulated meteorological forecast data from 25 to 264 
hours is generated. In order to prevent the model from 
drifting away from the large scale features of the flow, 
the model is nudged towards the FNL analysis. 
Nudging is applied for the wind, temperature and 
humidity above the 10th model level, which 
approximately corresponds to 1400 m, on the outermost 
model domain during the whole simulation period. 

3. WEIBULL DISTRIBUTION

The long-term frequency distribution of the horizontal 
wind speed is often presented in the form of a two 
parameter Weibull distribution. This distribution has 
received considerable attention in relation to assessment 
of wind energy from meteorological observations.

The Weibull distribution of the horizontal wind speed 
can be expressed as:

 

 

(1) 

where is the frequency of occurrence of the wind 
speed . In the Weibull distribution the scale parameter 

has units of the wind speed. It is proportional to the 
average wind speed for the entire distribution. It is 
related to the wind speed through:

 (2)

where represents the gamma function and is the 
shape parameter in the Weibull distribution: for typical 
wind speed distributions over homogeneous terrain is 
in the range 2 to 3. For decreasing the mode of the 
distribution shifts towards lower values of the wind 
speed at the same time as the probability for higher 
wind speeds increases.

From the measurements and simulations of the wind 
speed the A and k parameters in the Weibull 
distribution were derived by use of the Climate Analyst 
which is a part of the Wind Atlas Analysis and 
Application Program (WAsP).

3.1 Scale parameter

The comparison of the modeled A parameter with 
measurements shows similarities with the wind speed. 
Below 60 meters the WRF predicts well the A 
parameter. Above 60 meters the simulated scale 
parameter is gradually underestimating the 
measurements more and more, Fig. 2.
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Figure 2. Profiles of the scale parameter in the Weibull 
distribution estimated from measurements and simulations.

3.2 Shape parameter
Contrary to the scale parameter, which has a rather 
smooth vertical profile, the shape parameter k has a 
very distinct form. Investigations over land have 
revealed [3] and[4] that k is controlled by 2 regimes of 
the atmosphere, the large-scale wind climate and the 
local boundary-layer. This results in a characteristic 
vertical profile of the shape parameter. It increases from 
its value near the ground up to a maximum located at 
around 100 to 200 meters height, in dependence of the 
balance between the diurnal variation of the local 
meteorological conditions and the variability of the 
synoptic conditions prevailing in the region. The height 
of the maximum in the k profile is associated with the 
height of the stable boundary-layer as well as the 
reversal of the wind regime that occur in stable nights 
where the diffusion of momentum is inhibited, resulting 
in low wind surface winds while the wind speed above 
the stable boundary-layer increases.

It is found that the WRF simulations agrees well with 
the measurements up to 100 meters, while above that 
height the model generally underestimates the k 
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parameter. The height of the maximum in the k-profile 
from measurements is about 200 m while it is lower for 
the model simulations, being about 120m.
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Figure 3. Profiles of the shape parameter in the Weibull 
distribution estimated from measurements and simulations.

3.3 Parameterization of k
Here is suggested a simple parameterization of the k-
profile. Both the measurements and the modeling 
simulations show that the k parameter has a very 
distinct profile at Høvsøre. Similar profiles have been 
reported by [4]. The suggested relationship have 3 
external parameters, the value of k in the surface layer, 
ks, at a specific height zs; the value of k in the free 
troposphere kt and the height of the maximum in the k 
profile, zr, sometime named the reversal height. The 
suggested simple parameterization for z>=zs reads:

 

(3) 

which has a maximum near zr and will asymptotically 
approach the value of kt in the upper part of the 
planetary boundary layer. The best fit value of c is near 
one, that of zt is around 1000 meters and likely 
connected to the height of the convective boundary 
layer and the values of kt is around 2, see Table 1. The 
application of the suggested parameterization is shown 
in Fig. 4. 

Near the surface and well below zr, the k-profile is 
almost linear, therefore for z<zs it is suggested to apply 
linear extrapolation. The derivative of the expression 
for the k profile reads:

 

 
(4) 

where the right hand side of Eq. (3), the part dealing 
with the tropospheric adaption, has been neglected. 
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Figure 4. Measured k profile and the suggested 
parameterization in Equation (3). The parameterization is 
plottet for zs=10 meter where ks in this case can be seen to be
2.26, zr=200 m and zt is taken as 1000 m with kt=2.

Table 2. Values of the parameters in Equation. (3) determined
from the measurements.

c kt zr zt

1.0 2.0 200 1000

4. DISCUSSION
In this study a full year of measurements of the wind 
profile performed at a coastal site in a windy climate 
has been analyzed and compared to a simulations 
carried out with the WRF model. The measurements 
were carried out with a novel wind lidar that permitted 
wind profiles up to 2 km in favorable conditions in 
combination with a tall meteorological mast. Reference 
[5] found very good agreement with wind speed 
measurements carried out a with cup anemometer at 
100 meters height and simultaneous wind lidar 
observations. The agreement deteriorates as the signal 
to noise become worse. A CNR ratio of -22 dB was 
found to be a fair compromise between the need for 
high quality measurements and a good height coverage 
of the wind profile. By filtering the observations with 
this CNR value and allowing for a number of technical 
problems resulted in data coverage of 31% where the 
missing data are distributed over the whole year. The
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wind rose from the wind lidar indicated predominantly 
westerly winds, i.e. from the sea.

The dominance of westerly winds has as consequence 
that the results from the analysis are influenced by the 
internal boundary-layer that forms downwind of the 
abrupt change between sea and land. The height of the 
internal boundary layer is typical 100 meters at the 
measuring site, it is shallower in stable conditions and 
higher at unstable atmospheric conditions [6] and thus 
comparable to the height of the maximum in the shape 
parameter in the Weibull distribution.

In this study the focus is on the wind profile and its 
Weibull distribution. Performing a WRF simulation 
requires a choice among the many parameterizations 
that are available in the WRF package. Presently there 
does not exists a generally accepted set of 
parameterizations for overall use, but the literature is 
still at a stage where specific set-up’s is suggested in 
dependence of the climatic region and the specific 
parameters that the user wishes to model.

Other modeling aspects such as surface roughness, 
atmospheric stability and enhanced diffusion in the 
surface layer are discussed in [7]. Additional aspects 
rarely dealt although important for many practical 
applications are eddy diffusivity, turbulence kinetic 
energy, mixing length, temperature profiles and 
boundary-layer height just to mention a few [8].

The 1.5 order closure MYNN PBL scheme was used in 
this study and it was found that the WRF simulation 
predicts the general profile of the shape parameter quite 
well although it underestimates its value. It can be 
mentioned that the first order closure YSU PBL scheme 
is unable to predict the characteristic profile of the 
shape parameter, but this aspect is not shown here.

5. OUTLOOK 
In the Tall Wind project one year data-sets of wind and 
aerosol profiles were created from measurements by 
remote sensing instruments and instrumented tall 
meteorological masts for two sites - Høvsøre in 
Denmark and Hamburg in Germany. The data are 
available for the COST ES0702 community through the 
participation of several Tall Wind project partners in 
EG-CLIMET. COST Action ES0702 aims at 
operational use of remote sensing technology in 
weather and climate models and all related applications. 
The present study is related to the evaluation of meso-
scale models wind profile against long range wind lidar 
data at one of the sites. The outcome is important for 
the use of meso-scale models in wind climate 
applications and the downscaling studies on wind 
power potential.
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
         


       
        




     
       

      



       





      
     





        

         
        
         



        
         

         
      

        
      
      
       
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

       


     
       




          
       
       

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


      
      
     




      
      
      



      
     

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Coherent Doppler Lidar for Wind Farm Assessment 
Raghu Krishnamurthy1, R. Calhoun1, A Choukulkar1, K Barr2

1Environmental Remote Sensing Group, Arizona State University, Tempe, AZ 
2Lockheed Martin Technologies, Louiville, CO 

Abstract 
Wind measurements are fundamental inputs for wind farm assessment and performance of wind farms.  
Three-dimensional scanning coherent Doppler lidar may provide a new basis for wind farm site selection, 
design and optimization.  In this paper, the possibility of using lidar measurements to characterize the 
wind field is discussed, specifically, terrain effects, spatial variation of winds, power density, and the 
effect of shear at different layers within the rotor swept area.  Vector retrieval methods are applied to lidar 
data, and results are presented on a terrain-following surface at hub height.  In certain cases, the power 
law is used to estimate winds on the terrain-following surface below the horizon.  Local stability, based 
on lidar measurements at higher elevations, is computed for estimating winds on the terrain-following 
surface.  Wind speed and direction estimates from the lidar are compared to tower measurements, after 
interpolation to the appropriate level.  Reasonable agreement between lidar retrievals and tower 
measurements in the mean and off-mean wind directions is observed.  Doppler lidar measurements of 
winds at different vertical levels are used to estimate spatial power density at several heights within the 
rotor-swept area.  Advanced vector retrieval algorithms are used to characterize extreme wind events 
which can have dramatic effects of wind power production.  The vertical profiles of wind speed and 
direction during these events are presented. 

1. Introduction 
Wind energy is one of the fastest growing and currently practical forms of renewable energy 

(AWEA, 2011).  In recent years, wind power has exhibited one of the highest growth rates 
among renewable energy sources.  It can be considered as the most promising option for 
replacing a significant part of the electricity produced by conventional sources.  Over the past 
two decades, the average turbine hub height has increased by 43%, while the average rotor 
diameter has increased by 76% (Wind Energy Technology Market Report, 2010).  Further 
scaling, especially in rotor diameter, is expected in near future.  There is a growing awareness of 
the inadequacy of current methods to measure the spatial variability of the winds, both vertically 
and horizontally, for wind assessment (Hannon et al. 2008).  Due to the global growth of wind 
energy, short-range lidar profilers and sodars are proliferating and are increasingly being used to 
measure wind profiles (Smith et al. 2006, Barthelmie et al. 2006).  A larger body of open 
literature is required to more fully understand the character of these and other remote sensing 
measurements for wind energy applications.  Three-Dimensional (3D) scanning coherent 
Doppler lidars have been extensively used in meteorological studies for the past few decades 
(Gal-chen et al. 1992, Newsom et al. 2005).  Modern 3-D scanning coherent Doppler lidars are 
well suited for characterizing wind farm airsheds, and may eventually form a new basis for 
real-time adaptive control of wind turbines (Laks et al. 2009).  Lidars can measure the velocity 
deficit downstream of an individual wind turbine (Kasler et al. 2010), as well as the accumulated 
wakes from an array of turbines.  Typical ranges of the current generation of commercially 
available coherent Doppler lidar (such as that used in this study, i.e., WindTracer, from Lockheed 
Martin Coherent Technologies, Inc.) are 10 ~ 20 km, depending on the atmospheric conditions.  
Various wind retrieval techniques have been developed to estimate 2D and 3D vector fields from 
Doppler lidar data (Chan et al. 2007, Choukulkar et al. 2012).  Algorithms range from 
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computationally intensive 4DVAR (four-dimensional variational data assimilation) techniques to 
simpler and faster methods based on volume velocity processing (VVP) (Krishnamurthy et al. 
2012) and 2DVAR (Chan et al. 2007).  This paper presents the results of a Doppler lidar 
deployment for a proposed wind energy development.  The objectives of this research were: 

i. To measure hub-height winds (and their variation spatially) over most of the wind farm 
domain,

ii. To calculate (spatially varying) wind speed distribution, and spatial power density 
distribution over the wind farm, 

iii. To estimate power density on multiple vertical layers within the rotor swept area, 
iv. Apply advanced optimal interpolation retrieval algorithms to lidar data. 

[See Krishnamurthy et al. 2012 for detailed description of experiment setup, lidar scanning 
strategy, and data filtering performed for the analysis.] 

2. Wind Speed Retrieval 
Since the basic Doppler lidar output is the radial velocity, interpretation and processing of the 
radial velocity fields can be complex, requiring the resolution of indeterminacy in the basic data 
through supplementary assumptions or information.  Two advanced velocity retrieval algorithms 
were applied to the data set.  VVP algorithm was applied to estimate the winds on a terrain-
following surface at hub height.  The terrain-following surface at hub-height is constructed by 
adding a vertical offset (in our case 80 m) to the surface which defines ground level over the
domain (Krishnamurthy et al. 2012).  Advanced Optimal Interpolation (OI) technique was used 
to characterize atypical wind flow events (Choukulkar et al. 2012). 

a. Interpolation of winds to hub height 
Winds obtained from the VVP algorithm at different heights are used to generate a 

terrain-following wind map at hub height.  At each grid point, there are normally 13 velocity 
values at different heights which can be used to interpolate speeds to the appropriate level.  
However, due to the terrain-blocking at lower levels of the lidar scans, and noise caused by 
atmospheric conditions, the required scan levels were not always available.  To overcome this 
problem, three different techniques were used to complete the interpolation:  

i. At grid points where there are at least two available data points at different heights, and 
the interpolating level is in-between these data, a linear interpolation is used to obtain the 
wind speed.

ii. At grid points where there are at least two available data points at different heights, but
the interpolating level is below these data, wind speed at that level is obtained using the 
theoretical wind power law, with locally adjusted exponent value.  The exponent value is 
calculated based on the velocity measurements available at the higher level scans. 

iii. At grid points where there is only one available data point in the vertical direction, the 
interpolating level is obtained by using the wind power law, where the power law 
exponent from the previous time period is used, assuming no change in atmospheric 
conditions.  The time period between instances where wind speed data was available only 
at one vertical level was short (≤ 20 minutes).  The stability conditions are not expected 
to change within the short period. 
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This procedure is applied for the 
entire period of observation and the 

results are provided below.  Note that for 90% of the data set, the power law is not required to 
estimate winds on the terrain-following surface.  The maximum extrapolation distance used in 
power law calculations is approximately 20 m (as shown in Figure 1).  The stability (power law 
exponent, α) is estimated at every grid point based on winds measured at different vertical levels.  
The errors associated from the usage of power law should be a subject of further research.  The 
use of power law can be assumed viable for this case, since the extrapolation distance used is 
small and local stability conditions are used in calculating the winds at the interpolating level.

3. Data Validation 
Near continuous wind measurements were collected over a period of one month.  Two cup 
anemometers and vanes were positioned at 50 m, 50.2 m and 48 m, respectively, on a 
meteorological tower.  The lidar measurements are interpolated to 50 m above ground level 
(AGL) and are compared to tower measurements for the entire period of observation.  The 10 
min integrated mean wind speeds/directions and standard deviations for both the tower and lidar 
measurements are presented in Table 1 and Table 2, respectively. The time series plots of wind 
speed and direction for tower and lidar are shown in Figure 2.  It can be seen that the lidar and 
tower measurements are in close agreement with a mean wind differences equal to 0.06 ms-1.
The 10 min root mean square (RMS) error between the lidar and tower is estimated to be 
approximately 1.18 ms-1.  Because of the inherent differences in the data acquisition method, 
particularly the sampling frequency (over 10 minute period:  1200 tower measurements -- versus 
1 lidar measurement), the RMS differences are dependent on the averaging time period.  That is, 
increasing averaging times would yield reduced RMS differences (Krishnamurthy et al. 2012). 

Figure 1.  Terrain cross-section from 
lidar location, through the tower, till 
the end of scan radius is shown above.  
Lidar (x) and tower location are 
shown.  Scans at various elevation 
angles are displayed.  The power law 
‘dip’ height used to estimate wind 
speed at terrain-following surface 
(80 m hub height) is approximately 20 
m. 
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Table 1. Tower – Lidar wind speed statistics over the period of observation 

Instrument
Mean
(ms-1)

Standard 
Deviation

(ms-1)

10 minute 
RMS 

Difference
(ms-1)

Tower @ 50 m 9.67 3.60 1.18Lidar @ 50 m 9.61 3.61

Table 2. Tower – Lidar direction statistics over the period of observation 

Instrument
Mean
(deg)a

Standard 
Deviation

(deg) a

10 minute 
RMS 

Difference
(deg) a

Tower @ 50 m 168.24 36.94 19.40Lidar @ 50 m 170.34 37.01
             a Data utilized between 60-300 deg 

4. Results 

a. Terrain-following Wind Maps 
One of the key advantages of 3D scanning coherent Doppler lidar is to generate wind maps on a 
terrain-following layer at hub height for the region of interest.  The wind speed data was placed 
on a 12 km x 12 km grid domain and overlaid on a digital terrain model.  The resultant map 
covers a geographic area of 144 square kilometers and is comprised of approximately 9,150 data 
points on the terrain-following plane.  Figure 3 shows the three dimensional image of the terrain-
following wind field at 80 m hub height.  Such spatially resolved wind maps (on terrain-
following surfaces at hub-height) may aid developers to gain more complete understanding of 
the spatial variation of winds within a prospective wind farm.  Based on visual inspection of the 
wind map, it is straightforward to locate the area with maximum winds. 

Figure 2. (a) C omparison between 
one minute averaged tower and ten 
minute interpolated lidar wind 
speed at 50m.  (b) Comparison 
between one minute averaged 
tower and ten minute interpolated 
lidar direction at 50 m.  A total of 
3,459 ten minute periods are 
chosen for both figures.  Gaps in 
the series correspond to bad 
signal-to-noise ratio at those time 
periods, and hence were neglected.
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b. Wind Distributions 
Of course, the energy content of the wind depends not only on the mean wind speed but also on 
wind speed distribution.  Lidar is capable of providing wind speed distributions at every point 
over the entire spatial domain.  As observed in Figure 4A, tower and lidar distributions compare 
reasonably well.  Radial and transverse wind speed distributions between lidar and tower are 
compared in Figure 4B and Figure 4C, respectively.  To calculate the wind speed distributions in 
radial and transverse directions, wind speeds were binned into four 90o sectors based on the wind 
speed directions.  Two sectors along the radial direction, i.e., 170 ± 45o and 350 ± 45o, and two 
sectors along the transverse direction, i.e., 80 ± 45o and 260 ± 45o.  The distributions in the 
transverse directions are less converged, due to insufficient data points observed in the two 
sectors. These measurements could be used to estimate the error from current mesoscale, 

computational fluid dynamics (CFD) and 
linear wind resource prediction models (such 
as WAsP etc.).

 

 

 

 

 

 

c. Wind Power Production 
The wind resource or wind power production for a particular site can be estimated based on wind 
speed distribution for the given area.  As shown in the previous section, the distribution of winds 

Figure 3. Lidar terrain-following averaged wind 
speed measurement at 80 m hub height.  The colour 

bar represents wind speed from 5 to 12 ms-1.  The 
lidar is at the centre and the tower is located 3.42 km 
north-west of the lidar.  The radius of the scan is 
5.75 km.

Figure 4. (a) Distribution of wind speed 
comparison between tower and lidar 
measurements at 50 m (from all directions).  (b) 
Wind speed distribution between the tower and 
lidar in the radial direction at 50 m.  Wind speed 
data selected from directions 170 ± 45o and 350 ± 
45o were chosen for this distribution (mean wind 
direction is 170o).  (c) Wind speed distribution 
between the tower and the lidar in the transverse 
direction at 50 m.  Wind speed data selected from 
directions 80 ± 45o and 260 ± 45o were chosen 
for the distribution (mean wind direction is 170o). 
The distribution is less well defined due to 
reduced amount of data perpendicular to the 
mean wind direction. 
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over the entire site has been measured.  The total energy output is calculated at every location at 
hub height based on the distribution of wind speed and the power curve (assuming a standard 80 
m hub 2.1 MW wind turbine power curve). Figure 5 shows the terrain-following wind power 
production at hub height. 

d. Layered Approach 
To estimate the power output from 
a turbine, it is a general practice to 
assume that the mean wind speed at 
hub height is representative of the 
wind over the whole swept area.  
Since greater wind speeds and shear 
are often observed at the higher elevations associated with the largest wind turbines, there may 
be significant differences in wind speed within the rotor-swept area.  Since the lidar can provide 
wind information at multiple levels, the approach of Wagner et al. (2009) is followed herein, and 
terrain-following average wind power is estimated at various vertical levels within the swept 
rotor area.  Figure 6 shows the available wind power density estimated at the three individual 
layers and combined wind power density (all three layers together.)  As observed in Figure 6, the 
power density changes significantly among the layers as well as the combined approach. 

 

 

 

 

 

 

 

Figure 6. Terrain-following wind 
power density estimates at various 
heights of the rotor swept area.  
The “combined” wind power 
density estimated from all the three 
layers is also shown.  Where X 
(km) and Y (km) is the distance 
from lidar in the respective 
directions 

Figure 5. Lidar terrain-following 
machine power production at 80 m 
hub height.  The colour bar represents 
the power in kW. 
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e. Advanced Vector Retrieval Methods 
The wind energy methods given above depend upon the accuracy and degree of suitability of the 
vector retrieval methods for the domains of interest.  Optimal interpolation methods (Choukulkar 
et al. 2012) have been applied to Doppler lidar data and are designed to preserve more local 
variation in wind vectors.  An example of this type of vector retrieval which has been applied to 
the dataset studied above is given in Figure 7.  It is expected that different uses of 3D scanning 
Doppler lidar (for example, if one were primarily interested in transient or more highly localized 
flow features) may require more advanced vector retrieval methods. An example retrieval of an 
extreme event which featured high velocity and directional shear is shown in Figure 8. 

 

5. Summary 

A Doppler lidar was used to obtain 
radial velocities over a wind farm 
domain.  Mean wind speeds were 
obtained on a terrain-following 
surface at hub-height.  The wind speed distributions were shown to be within reasonable 
accuracy with the given algorithms.  For this site, the wind speed distribution was shown to vary 
significantly with spatial location.  Therefore, a key result of this study is that (spatially varying) 
mean wind speeds and their distributions can be measured from one central location in the wind 
farm – although an important caveat is that more experimental data is required to fully define and 

Figure 7. Horizontal velocity vectors from OI 
technique on a 3.5o elevation conical scan 
showing the rotation of winds with height.  The 
scan takes approximately 38 seconds to 
complete one revolution shown.  The colors on 
the plot represent radial velocity 
measurements by lidar.  Red color (positive 
values) represent wind moving away from the 
lidar and blue color (negative values) shows 
wind moving towards the lidar.  Data with low 
SNR is not shown (white regions). 

Figure 8. Vertical profile of 
horizontal velocity vectors from 
OI technique on June 26 2007 
from 0043 local time. Vector 
profiles plotted every 20 minutes. 
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understand the error structure of the products, particularly in the regions of the domain 
perpendicular to the mean wind.  Field experiments which also deploy instruments capable of 
measuring winds and their distributions at multiple heights in the off-mean-wind direction would 
be a valuable next step for validating scanning Doppler lidar products for wind energy. 3D
Doppler lidar data can be used to produce "layered" wind and power estimates, accounting for 
wind variations at different elevations of the rotor-swept area. Future work will focus on 
characterizing errors associated with lidar measurements and their retrieval algorithms for wind 
speed estimates. 
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ABSTRACT

Investigations for lidar assisted control to optimize
the energy yield and to reduce loads of wind tur-
bines increased significantly in recent years. For
this kind of control it is crucial to know the corre-
lation between the rotor effective wind speed and
the wind preview provided by a nacelle or spinner
based lidar system. If on the one side the as-
sumed correlation is overestimated, the uncorre-
lated frequencies of the preview will cause unnec-
essary control action, inducing undesired loads.
On the other side the benefits of the lidar assisted
controller will not be fully exhausted, if correlated
frequencies are filtered out.
To avoid these uncertainties, this work presents
a method to model the correlation between li-
dar systems and wind turbines using Kaimal wind
spectra. The derived model accounts for different
measurement configurations and for different tur-
bine sizes. The method is evaluated in two steps:
At first the model is compared to the results from
a lidar simulator to prove that the model is able to
reproduce the effect of volume measurement, lim-
ited measurement points and scanning time. In a
second step the model is augmented by a model
for the decay due to wind evolution and compared
to real measurement data with promising results.
In addition an example is given, how this model
can be used to design an optimal controller for
a lidar system with fixed parameters and a given
turbine and how the pattern of a scanning lidar
system is optimized for a given turbine to improve
the correlation.

1 REQUIREMENTS FOR LIDAR

ASSISTED CONTROL

Reducing fatigue and extreme loads of the struc-
ture is an important design goal for large wind
turbines control. Transient events such as gusts
represent an unknown disturbance to the control
system. Conventional feedback controllers can

−
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θFFΩrated Ω
ΣFB

ΣFF

ΣΩθc

GRL

ΣΩv0

Σ

ΣL

ΣE

Figure 1: Feedforward control: The feedforward con-
troller ΣFF tries to compensate the effects of
the wind field V to the rotor speed Ω.

only provide delayed compensation for such exci-
tations, since the disturbance effects must propa-
gate through the entire wind turbine before show-
ing its effects in the measured outputs. This usu-
ally results in additional loads for the wind tur-
bine and requires high actuator rates for the dis-
turbance compensation. Those effects can be
avoided, if the wind ahead of the wind turbine is
measured by remote sensing techniques such as
lidar and the information is fed to the turbine con-
troller.
The magnitude of load reduction depends on the
quality of the wind preview expressed by the cor-
relation of the Lidar measurements and the tur-
bine reaction. In this section the requirements of
the correlation for lidar assisted control are de-
rived by a description of a feedforward collective
pitch controller.
The feedforward controller (see Figure 1) is based
on the work in [1] and combines the baseline feed-
back controller with a feedforward update. The
main control goal of the collective pitch feedback
controller ΣFB is to maintain the rated rotor speed
Ωrated. The system Σ is disturbed by a wind field
V, which can be measured by a lidar system ΣL
in front of the turbine before reaching the rotor. If
the wind would not change on its way (ΣE = 1)

1
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and in the case of perfect measurement the mea-
sured wind speed v0L and the rotor effective wind
speed v0 are equal. The disturbance could be
perfectly compensated by a feedforward controller
ΣFF = −Σ−1

Ωθc
ΣΩv0 , if the influence on the gener-

ator speed of the wind ΣΩv0 and the pitch angle
ΣΩθc is known and ΣΩθc is invertible.
In reality v0 cannot be measured perfectly due to
the limitation of the lidar system ΣL and the wind
evolution ΣE . Therefore the needed feedforward
controller is:

ΣFF = −Σ−1
Ωθc

ΣΩv0 Σ−1
L ΣE . (1)

Due to the interaction with the turbine and missing
technology, modeling and verifying the wind evo-
lution ΣE is very complicated. Also not all infor-
mation of the wind field V can be reconstructed by
the inverse of a real limited lidar system ΣL. How-
ever, if the transfer function GRL from the mea-
sured wind speed to the rotor effective wind speed
can be used to exploit all information captured by
the lidar system:

ΣFF = −Σ−1
Ωθc

ΣΩv0 GRL. (2)

For real time applications the transfer function
GRL can be obtained from measurements and ap-
proximated by a standard low pass filter. There-
fore the cut-off frequency (−3dB) of the corre-
sponding filter can be considered as a quality cri-
terion for the correlation. In the following sections
a analytic way is presented to estimate the both
the transfer function GRL

GRL =
SRL

SLL

, (3)

and the coherence γRL

γRL =
|SRL|

2

SRRSLL

. (4)

2 ROTOR AVERAGED SPECTRUM

The model of the rotor averaded spectrum Sv0v0
is

derived from Kaimal wind specra. The hub height
power spectral density of the longitudinal velocity
component is given in [2] by the equation:

fSHH,1(f)

σ2
HH,1

=
4fL1/vHH

(1 + 6fL1/vHH)(5/3)
, (5)

where and vHH and σHH are the mean and stan-
dard deviation of the longitudinal velocity compo-
nent on hub height. The spatial correlation of a
longitudinal velocity component with distance rij
of two points with coordinates (yi, zi) and (yj , zj)
is defined as

γij(f) = exp(− 12
√

(f/vHH)2 + (0.12/L1)2
︸ ︷︷ ︸

κ

rij)

(6)

The rotor averaged spectrum can be derived by
an average of the cross and auto spectrum den-
sities of all points and combinations in the rotor
plane D with rotor radius R:

SRR(f) =
1

(πR2)2

∫

Dj

∫

Di

Sij(rij , f)dyidzidyjdzj

(7)
An explicit solution of (7) can be found showing
the complexity by

SRR(f) = 2(Rκ(−9π 0F̃1(; 2; (Rκ)2)− (8)
6πL2(2Rκ)− 8Rκ+ 6πI0(2Rκ) + 3π)+

3πL1(2Rκ))/(3π(Rκ)3) SHH,1(f)

where 0F̃1 is the regularized confluent hyperge-
ometric function, Ln is the modified Struve func-
tion, and I0 is the modified Bessel function of the
first kind.
The discrete form of the averaged rotor spectrum
can be calculated by with n points inside the rotor
area

SRR(f) =
SHH,1(f)

n2

n
∑

i=1

n
∑

j=1

γij(f). (9)

3 CORRELATION OF A PERFECT

STARRING LIDAR

Ignoring the filtering effect of a lidar, assuming
Taylorʼs Hypothesis to be fully valid (no wind evo-
lution), the spectrum of a starring lidar can be
modeled by

SLL(f) = SHH,1(f). (10)

Then the cross spectrum between the starring li-
dar and the rotor is

SRL(f) =
1

πR2

∫

D

SHj(rHj , f)dyjdzj , (11)

where SHj means the cross spectrum of the hub
and the point j with distance rHj .
This can be solved with

SRL(f) =
SHH,1(f)

πR2

∫ 2π

0

∫ R

0

r γHj(f) drdφ

=
2SHH,1(f)

R2κ2
(1−

Rκ+ 1

exp(Rκ)
). (12)

With (3), (4) and

k =
2πf

ū
(13)

the transfer function GRL and the coherence γRL

can be calculated over the wavenumber k, inde-
pendent of the mean wind speed ū.

2
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Figure 2: Transfer function for a nacelle anemometer
and a turbine with D = 116m: analytic (black)
and measured (gray). Maximum wavenumber
k̂ = 0.01 rad/m (dashed).

This model cannot be evaluated with a real li-
dar system, because wind evolution and volume
measurement cannot be neglected. Therefore an
anemometer on a 5 MW turbine is compared to
a nacelle anemometer. Figure 2 shows that the
modeled transfer function fits to the data.

4 CORRELATION OF A REAL

SCANNING LIDAR

For real scanning lidar system the model has to be
extended by a model for the volume measurement
and wind evolution. Here the model [3] is used.
To model the volume measurement, a Gaussian
shape weighting function fL(a) depending on the
distance a to the focus point with full width at half
maximum (FWHM) of W = 30m is used, following
the considerations of [4], [5] and [6]:

fL(a) =
e−4 ln 2(a/W )2

∫

∞

−∞
e−4 ln 2(a/W )2da

=
2 ln 2e−4 ln 2(a/W )2

W
√
ln 2π

.

(14)

With the weighting function it is possible to cal-
culate the line-of-sight wind speed of each focus
point with fL(a) by

vlos =

∫

∞

−∞

(lxu(a) + lyv(a) + lzw(a))fL(a)da,

(15)
where

[

lx ly lz
]T is the normalized laser beam

vector and
[

u(a) v(a) w(a)
]T the wind vector

at the distance a to the focus point.
As LIDAR systems measure only the wind speed
in line-of-sight direction, the three dimensional
wind vector is reconstructed using the assumption

f
L
/
m
a
x
(f

L
)

[-]

a [m]
−50 0 50
0

0.2

0.4

0.6

0.8

1

Figure 3: Normalized range weighing function fL(a) for
the considered LIDAR system.

of perfect yaw alignment with the wind direction. If
the turbine is perfectly aligned with the wind, the
estimated lateral and vertical wind components
are assumed to be zero and the longitudinal com-
ponent ûifp

for each focus point can be calculated
as

ûifp
= vlos/lx. (16)

For each distance ifd the longitudinal wind com-
ponent ûifp

is then averaged over the nfp focus
points of the last trajectory by

vifd
=

nfp
∑

ifp

ûifp
/nfp (17)

for a rotor effective value and the obtained time
series of the measurements vifd

is time-shifted
according to Taylorʼs frozen turbulence hypothesis
and combined to the rotor effective wind speed:

v0L =

nfd
∑

ifd

vifd
/nfd (18)

The spectrum of a scannig lidar can then be found
by a Fourier transform of (18), including (17), (16)
and (15) using a weighting function such as (14)
and a wind evolution model such as [3].

5 LIDAR SYSTEM OPTIMIZATION

The proposed model can be used to optimize a li-
dar system. To determine the optimum correlation
of a lidar system with three independent beams
on a turbine with D = 40m, the measurement
distance x and the scan radius r is varied, see
Figure 5. The value of maximum wavenumber k̂
at −3dB below the steady value of the transfer

3
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Figure 4: Transfer function for a scanning lidar and a
turbine with D = 116m: analytic (black) and
measured (gray). Maximum wavenumber k̂ =
0.04 rad/m (dashed).

r

x

Figure 5: Scope of lidar with three beams.

function is shown in Figure 6. A optimum value
(k̂ = 0.03rad/m) can be found at x = 40m and
r = 12m.

6 CONCLUSION AND OUTLOOK

This work presents a model to estimate the cor-
relation between a lidar and a turbine, consid-
ering volume measurements, different scanning
patterns and wind evolution. A criterion for lidar
assisted control is derived: for a collective pitch
feedforward controller the transfer function from
the measured wind speed to the rotor effective
wind speed obtained from turbine data has to be
used to filter the data. For real application this
transfer function has to be fitted to a standard filter
and therefore the −3dB of considered as a use-
ful criterion for the the correlation between a lidar
and a turbine.
The model can be used to optimize the configura-
tion of a lidar system such as probe volume and
scan pattern.

r
[m

]

x [m]
20 40 60

0.02

0.022

0.024

0.026

0.028

0.03

5

10

15

20

Figure 6: Maximum wavenumber of lidar with three
beams on a turbine with D = 40m (dashed)
and different distances and radii.
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ABSTRACT 
By the use of a horizontally scanning, nacelle-based 
lidar it’s possible to determine power curves without a 
met mast [1]. The new measurement technique seems to 
be promising for cost effective measurements 
particularly offshore. Due to the lack of a mast and 
mutual influences, fewer sectors have to be excluded 
for the certification process of a turbine. This leads to a 
faster measurement campaign which can be performed 
at on- and offshore sites. 

The modified nacelle-based lidar system allows 
horizontal scanning of the incoming wind field at 
various points and distances [2]. Over the whole rotor 
disc shear and yawed flow can be taken into account 
which is a significant advance compared with the 
single-point measurement using an anemometer 
according to the IEC 61400-12-1 standard. 

The measurements were performed on the CART-2 
wind turbine at the National Wind Technology Center 
(NWTC), Colorado, USA. The turbine is 42m in 
diameter, with a rated output of 660 kW. Turbine 
inflow was measured horizontally from the nacelle 
simultaneously to measurements with a standard met 
mast. In order to calculate an averaged equivalent wind 
speed across a defined area, different lidar measurement 
points were taken into account. The comparison of 
power curves measured using a scanning, nacelle-based 
lidar with simultaneous measurements obtained from 
mast-mounted anemometers is shown.  

1. INTRODUCTION 
To get a worldwide comparability of a wind turbine’s 
performance and to calculate the annual energy 
production of a turbine it is unavoidable to determine a 
power curve where the electric power output for the 
operating wind speeds is defined. Nowadays cost 
expansive metrological met masts have to be installed 
for this and equipped with anemometers, wind vanes, 
thermometers and barometers. This procedure is 
defined at the IEC 61400-12-1 standard. For offshore 
wind turbines the costs to determine a power curve 
increase, because of the complex construction of met 
masts at sea and the ever-increasing heights of the wind 

turbine’s hub and therefore of the met masts. Thus, it is 
important to develop new methods for power curve 
determination. 

One of the most promising techniques is the 
determination of power curves based on interpolated 
line-of-sight velocities of nacelle-based LiDAR 
measurements. 

2. SITE DESCRIPTION 
The measurements were performed on the National 
Wind Technology Center (NWTC), Colorado, USA. 
The test site is located approximately 8 km south of 
Boulder and consists of flat terrain with short 
vegetation. On the test site, two Controls Advanced 
Research Turbines (CART's) are installed. Both 
turbines are research turbines. The CART-2 turbine is 
two bladed with a diameter D of 42 m and a rated 
power output of 660 kW which is reached at a wind 
speed of around 12.6 m/s [3]. The site comprises not 
only the CART-2 turbine but also three neighboring 
turbines and their respective met masts. The valid 
measurement sectors according to the IEC 61400-12-1 
for power performance testing are smaller and are 
shown in Figure 1.  

50°
67°

180°

272°

312°

360°

 
Figure 1. Measurement sectors of the CART-2 turbine; 
shaded: excluded sectors. 

3. MEASUREMENT SETUP 
On the nacelle of the CART-2 a Lidar system is 
installed to measure the inflowing wind field. The 
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system comprises a customary Lidar device from the 
company Leosphere and a scanning system, specially 
developed at the SWE. The basic principle is that the 
pulsed laser beam emitted by the Lidar device can be 
deviated in any direction by the scanning system. A 
mirror can be positioned within a definite range 
horizontally and vertically and the laser beam follows a 
prescribed path. Thus the Lidar scanner makes it 
possible to scan the wind field at several discrete points, 
forming an arbitrary trajectory. Furthermore, as it is a 
pulsed laser beam, measurements can be taken at five 
focus distances simultaneously. Thus measurement with 
a high temporal and spatial resolution of the inflowing 
wind field is possible. 

Figure 2 depicts the trajectory used for the the CART-2 
campaign. The wind field is measured at five focus 
distances ranging from 1D to 2D in equidistant 
distances. The six measurement points at each focus 
plane form a circular trajectory. The diameter of the 
circle is the same as the rotor diameter in 2D. 

 
Figure 2. Circle trajectory used for the CART-2 campaign. 

Simultaneously to the Lidar measurements, the wind 
speed is also measured using a cup anemometer 
mounted at hub height at the met mast which is located 
2D in front of the turbine. 

4. ROTOR EFFECTIVE WIND SPEED 
To describe the power performance of a turbine in a 
power curve the electrical output is set into relation to 
the reference wind speed. In the case using a met mast, 
the wind speed is measured at one single point at hub 
height. With the new approach using a Lidar from the 
nacelle it is possible to take the whole swept rotor area 
into account. In this case the six measurement points of 
a circle are measured at each of the five focus distances. 
For quite good wind field information a high spatial and 
temporal resolution of the wind fields is needed. 
Therefore all of these thirty measurement points in 
space are taken into account and are calculated to one 

single speed, which is further called rotor effective 
wind speed v0: In [4] one describes how to calculate 
this rotor effective wind speed. The line-of-sight wind 
speeds are measured by the laser in six points at five 
different fixed distances. By the use of assumptions the 
wind speeds are corrected and averaged over the last 
trajectory at each focus distance. In a further step the 
resulting preview of the rotor effective wind speed v0(t) 
is a weighted average over all available vi available 
during time t (Fig. 3). That means that the five focus 
distances are shifted to one single distance. This shift 
can be done by the use of Taylor’s frozen turbulence 
hypothesis which is valid for horizontally Lidar 
measurements [5]. 

 
Figure 3. Schematic drawing of the incoming wind field 
measured by a Lidar at different focus distances. 

In Figure 4 three different wind speeds are shown in a 
10-min time series: one is measured by the anemometer 
on the met mast vM, the other one shows the rotor 
effective wind speed v0L measured with the Lidar. The 
third wind speed is recalculated from the turbine data as 
e.g. the pitch angle, rotor speed and power output data. 
Here the turbine represents a big horizontal axes 
anemometer with a rotor effective wind speed v0. It is 
visible that the turbine’s wind speed corresponds much 
better to the rotor effective wind speed of the Lidar than 
to the anemometer on the met mast. 
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Figure 4. Time series of the rotor effective wind speed from 
Lidar and turbine and of the anemometer mounted on a mast. 
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In a further step, the power production of the CART-2 
turbine was simulated with FAST. As input for the 
wind two different data sets were used: the real met 
mast data and the rotor effective wind speed measured 
with the Lidar. In Figure 5 the result of the simulated 
power output is shown together with the real electrical 
power from the turbine. As one can see, the simulation 
with the rotor effective wind speed corresponds very 
well with the real data. 
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Figure 5. Simulation of the power production with met mast 
and Lidar data in comparison with the real production data. 

5. POWER CURVES 
According to the IEC 61400-12-1 standard, the 
measured wind speed and power data is supposed to be 
averaged over periods of 10 minutes in order to bin the 
data and plot the power curve. However, during the 
CART-2 campaign, the wind conditions are not optimal 
and subsequently not enough data is gathered to fill the 
required bins. Therefore it is decided to deviate 
significantly from the norm and to reduce the averaging 
period from 10 minutes to 10 and 30 seconds 
respectively. Thus enough data blocks are produced to 
plot meaningful power curves.  

In Figure 6 and 7 the scatter plots of the 10 and 30 
seconds averaged data of both the Lidar and met mast 
data is presented. In contrast to the Lidar data, the met 
mast data needs to be filtered according to the 
measurement sectors (cf. Figure 1). Hence more data 
blocks remain for the Lidar power curve. Comparing 
the 10 and 30 seconds averaged data, it is obvious that 
the scatter for both Lidar and met mast data increases 
by reducing the averaging period.  
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Figure 6. Scatter plot of Lidar and met mast power curves 
using 10 seconds average. 
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Figure 7. Scatter plot of Lidar and met mast power curves 
using 30 seconds average. 

In Figure 8 and 9 the power curves are plotted. It 
becomes obvious that although the averaging period 
differs significantly from the norm, the quality of the 
power curves does not decrease likewise. Comparing 
the scatter of Lidar and met mast data of each wind 
speed bin, one can notice that the standard deviation of 
the power is always smaller for the Lidar measurements 
which are confirmed by the Figure 10 and 11.  
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Figure 8.  Power curve based on Lidar and met mast data 
using 10 seconds average. 
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Figure 9. Power curve based on Lidar and met mast data 
using 30 seconds average. 
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Figure 10. Ratio of the standard deviation and 
maximum power output over the wind speed BIN (10 
seconds average). 
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Figure 11. Ratio of the standard deviation and 
maximum power output over the wind speed BIN (30 
seconds average). 
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ABSTRACT 
Preview wind speed measurements from a forward 
looking LIDAR located in the hub of a wind turbine can 
be used by a feedforward blade pitch control system to 
mitigate structural loads. In addition to errors caused by 
LIDAR characteristics, the evolution of the wind as it 
travels between the upstream measurement location and 
the rotor will impact the preview measurement quality; 
this degradation can be described by a coherence loss 
between the remotely sensed wind and the wind at the 
turbine. Simulations of LIDAR measurements are 
performed in wind fields derived from a weakly stable 
high-Reynolds number numerical simulation. Results 
highlighting measurement scenarios that maximize 
coherence bandwidth are presented for effective wind 
speeds at the rotor using the WindPACT 1.5MW 
turbine model. 

1. INTRODUCTION 
Upstream LIDAR wind speed measurements can be 
used as input to a feedforward controller designed to 
reduce loads on the turbine structure. Past efforts [1,2] 
in simulating wind preview-based controllers have 
relied on Taylor’s frozen turbulence hypothesis [3], 
which states that turbulent eddies advect downstream at 
the mean wind speed while remaining unchanged. The 
degree to which turbulence evolves between the 
upstream measurement point and the turbine rotor 
largely determines the effectiveness of LIDAR-based  
feedforward control. This research examines how wind 
evolution, or the deviation from Taylor’s hypothesis 
impacts the correlation between upstream 
measurements and rotor effective wind speeds.  

Rotor effective wind speed, as used in this research, is 
an average of the wind speeds at the rotor such that the 
power available to the turbine is given by the well-
known equation P = 1

2½ACpu
3
eff  [4]. Rotor effective 

wind speed is calculated using  

 ueff =
3

vuuuuuuuut

NradX
r=1

Cp (r)

Naz

Naz(r)X
Á=1

u3 (r; Á)

NradX
r=1

Cp (r)

 (1) 

where the wind is sampled at Nrad radial distances 
with Naz azimuth angles per radius and Cp (r) is the 
power coefficient as a function of radial distance. 
Aerodynamic data are determined from the WindPACT 
1.5MW turbine model with 70 m rotor diameter [5]. For 
this turbine, Cp (r) is such that wind speeds from all 
rotor locations are weighted relatively evenly except 
near the hub and blade tips where root and tip losses 
occur. 

2. LIDAR MEASUREMENTS 
Measurements are simulated using a model of a 
continuous-wave ZephIR LIDAR [6] located in the 
turbine hub as shown in Figure 1. A hub height of 90 m 
is used, which is slightly higher than the WindPACT 
definition. The ZephIR can sample at a rate of 50 Hz.  

Each LIDAR sample is a weighted line-of-sight 
velocity given by  

 uwt;LOS = ¡`xuwt ¡ `yvwt ¡ `zwwt (2) 

where ~̀ = [`x; `y ; `z ] is the unit vector in the 
LIDAR beam direction. The weighted velocity vector, 
~uwt = [uwt; vwt; wwt], is a weighted sum of 
velocities along the LIDAR beam given by 

 ~uwt =
R1
0

~u
³
R~̀́ W (F;R) dR (3) 

where W (F;R) is a range weighting function with 
focal distance F and range R from the LIDAR as 
arguments. More information about the ZephIR range 
weighting function is available in [7]. The line-of-sight 
velocity in Eq. 2 is divided by `x to yield an estimate 
of the streamwise u component of interest   

 û = uwt +
`y
`x

vwt +
`z
`x

wwt. (4) 

Equation 4 reveals two sources of error in the LIDAR-
based estimate of the u component: range weighting 
along the beam and the presence of transverse v and 
vertical w components. 

In this research, the upstream estimate of the rotor 
effective wind speed is formed by measuring a circle of 
wind with radius r at a preview distance d ahead of the 
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turbine as shown in Figure 1. The estimate of the 
effective wind speed is given by 

 ûeff = 3

vuut 1
Naz

NazX
Á=1

û3 (Á) (5) 

where Naz is the number of measurement azimuth 
angles. It is assumed that all azimuth angles are 
sampled simultaneously. 

3. MEASUREMENT COHERENCE 
Several combinations of scan radius r and preview 
distance d are examined. The quality of each scan 
scenario is judged by the coherence between ûeff  and 
the effective wind speed at the rotor, delayed by d/U 
seconds where U  is the mean wind speed at hub height. 
Magnitude-squared coherence describes the correlation 
between two signals as a function of frequency and is 
calculated using 

 °2
xy (f) =

jSxy(f)j2
Sxx(f)Syy(f)

 (6) 

where Sxx (f ) and Sxy (f) are the power spectral 
density (PSD) of signal x and cross-power spectral 
density (CPSD) between signals x and y respectively. 
All spectral densities are calculated using Welch’s 
method [8] and S (f )  denotes the average spectrum 
over all wind fields used for simulation. 

4. LARGE-EDDY SIMULATION (LES) 

4.1 Code and Simulation Description 
The National Center for Atmospheric Research’s 
(NCAR’s) LES code [9] generates turbulent fields 
mimicking the weakly stable atmospheric boundary 
layer [10]. The code solves the incompressible 
Boussinesq equations using pseudo-spectral methods in 
the horizontal directions (x and y), second-order finite 
differences in the vertical (z), and a third-order Runge-
Kutta scheme in time. 

The simulation’s general setup and forcing follows that 
described in Beare et al.’s intercomparison study [11], 
but a key difference is that the current simulation uses a 
1 km2 × 400 m domain resolved by 5002 × 400 grid 
points. The flow is driven by imposed horizontal 
geostrophic winds (ug, vg) of (8, 0) m s-1, which is also 
used as the initial wind profile. The initial virtual 
potential temperature profile is horizontally 
homogeneous and is specified as 265 K from the 
surface up to 100 m, and then increasing to the domain 
top at a rate of 10 K km-1. The surface, which has a 
prescribed roughness length zo = 0.1 m, is cooled at a 

rate of 0.25 K hr-1. Turbulence initiates by imposing 
divergence free temperature fluctuations with a 0.1 K 
amplitude through the domain’s lowest 50 m and the 
unresolved energy is initially set as 0.4(1-z/250)3 m-2 s-2 
throughout the domain’s lowest 250 m. The generated 
flow field represents unobstructed flow without the 
presence of the turbine. 

Analysis of the data begins following an initial nine 
hour integration period, where the planetary boundary 
layer (PBL) depth (zi) reaches approximately 200 m, 
with an inertial-oscillation-generated low-level wind 
maximum of about 9.6 m s-1 persisting just below zi. 
Profiles of potential temperature, mean wind speed, and 
wind direction for heights between 50 m and 150 m are 
included in Figure 2. 

4.2 LES Wind Fields 
The four-dimensional LES wind field is divided into 
twenty smaller 200-second periods with dimension 
200 m × 200 m in the xy plane, as shown in Figure 3, 

 
Figure 1. Hub-mounted spinning LIDAR scenario with scan 
radius r and preview distance d. The LIDAR range weighting 
function is illustrated in magenta. 

 
Figure 2. Profiles of potential temperature, mean streamwise 
wind speed, and wind direction. The gray lines indicate the 
boundary of the rotor plane.  
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spanning a height of 100 m. Spatial resolution is 2 m 
and the sample rate is 1.02 seconds. 

4.3 Wind Evolution 
The evolution of turbulence as it advects downwind can 
be quantified using the coherence between the time 
series of u at two points separated along the streamwise 
direction. Taylor’s hypothesis is valid if the coherence 
is equal to 1 and the CPSD of the two time series has 
linear phase due to the finite transit time between 
points. Coherence functions for the LES-derived wind 
field are shown in Figure 4 for longitudinal separations 
at heights describing the top and bottom of the rotor 
disk. Although mean wind speed varies with height, the 
longitudinal separations for both heights yield the same 
eddy transit time delays: 2, 5, 11, and 23 seconds. 

5. LIDAR SIMULATION RESULTS 
Simulations of LIDAR measurements were performed 
to study measurement coherence for a variety of scan 
radii r and preview distances d. For each wind speed 
estimate, given by Eq. 5, Naz is chosen such that the 
circle scanned by the LIDAR is sampled every 2 m. 
Measurement coherence is affected by the measurement 
angle arctan (r=d), the focal distance F, and the 
intensity of wind evolution, which is a function of the 
preview distance d. For large measurement angles, the v 
and w components corrupt the estimate of the u 
component. As F increases, range weighting causes the 
LIDAR to sample a larger volume [12]. As d increases, 
coherence loss due to wind evolution becomes more 
severe. 

Figure 5 summarizes the simulated measurement 
coherence for a variety of scan radii and preview 
distances. Four scan radii are used, representing r = 
10%, 30%, 70%, and 90% of the rotor radius R = 35 m. 
Only preview distances beyond 1 R are simulated 

because of the distorted wind speeds in the induction 
zone of the rotor, which is prominent for d < R [13].  

Due to wind shear across the rotor plane (Figure 2) 
upstream winds measured at different heights do not 
reach the turbine at the same time. Similarly, due to 
wind veer, winds at different heights will not advect 
toward the turbine in the same direction. Figure 6 
compares coherence curves for the basic scan geometry 
with r = 0.7 R and d = 37 m and 132 m with a more 
complicated scan geometry that corrects for shear and 
veer. The corrected scan geometry focuses the LIDAR 
differently at each height and azimuth so that wind at 
the measured locations reaches the turbine rotor at the 
intended points after the desired preview time based on 
hub height wind speeds.   

6. DISCUSSION AND CONCLUSIONS 
LIDAR simulation results show that for a circular scan 
pattern a scan radius close to 70% rotor radius provides 
the strongest measurement correlation. When 
considering that rotor effective wind speed is 
dominated by low frequencies, strong correlation is 
more important at the lower end of the spectrum. Small 
scan radii, such as r = 0.1 R, produce lower correlations 
because the measured winds are representative of a 
smaller portion of the rotor plane. For preview 
distances beyond 37 m, roughly equivalent to the rotor 
radius, the coherence drops as the preview distance 
increases due to wind evolution. However, preview 
distance must roughly double before coherence drops 
by more than 0.1. When knowledge of the wind speed 
and direction at heights other than hub height is used to 
determine the scan geometry, measurement coherence 
can be increased, but at most by 0.1 for r = 0.7 R and 
37 m < d < 132 m. The modified scan pattern improves 
measurement quality more for longer preview distances. 

 
Figure 3. An instantaneous horizontal (xy) slice of the LES-
derived wind field at 90 m hub height. The turbine rotor is 
aligned perpendicular to the mean wind direction.    

 
Figure 4. Longitudinal u component coherence curves for 
separations along the streamwise direction. Solid: z = 125 m,     
U = 8.4 m/s. Dashed: z = 55 m, U = 5.8 m/s.  
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Therefore, with knowledge of only hub  height wind 
speed and direction, upstream wind measurements can 
still provide rotor effective wind speed estimates of 
acceptable quality. 

Simulations were performed using a numerical 
simulation of the stable boundary layer. It is necessary 
to study neutral and unstable conditions to understand 
how wind evolution varies with atmospheric stability.   
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Figure 5. Coherence between LIDAR measurements and 
rotor effective wind speed for various r and d. 

 
Figure 6. Measurement coherence for scan geometries that 
correct for wind shear and wind veer for r = 0.7 R. 
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ABSTRACT

Wind energy industries around the world have 
witnessed a significant surge in recent years. However, 
to make wind a cost-effective and reliable alternative 
energy source, the industry will need to make 
significant scientific advancements in several arenas of 
wind power meteorology. Modern-day utility-scale 
wind turbines have blade tips extending up to 150 m 
above ground level; new turbines are expected to 
extend even above 200 m. As the future wind turbines 
are designed with increasingly higher hub-heights and 
larger rotor diameters, accurate measurements of lower 
boundary layer wind fields will become more 
important. Given the high construction, operation, and 
maintenance costs associated with tall-tower-based 
wind measurements, the wind energy community is 
exploring standalone, and inexpensive alternatives. 
Active ground-based remote sensing instruments like 
sound detection and ranging (sodar) and laser imaging 
detection and ranging (lidar) are gaining popularity for 
various wind resource assessment, inflow 
characterization, and short-term forecasting [1].
Modern-day sodars are very portable and can measure 
vertical profiles of three-dimensional velocity 
components and turbulence characteristics with high 
spatial and temporal resolutions. 

Susceptibility to ambient noise and data-loss with 
increasing altitude are two major weaknesses of 
contemporary sodars. In this paper, we are introducing
a new algorithm for sodar data denoising and gap-
filling. The algorithm based on the Vapnik-
Chervonenkis Statistical Learning Theory [2] is 
designed to be fully automated. The effectiveness of 
this algorithm is tested by using sodar wind 
observations (Scintec SFAS system) along with a 
boundary layer profiler (Vaisala LAP-3000) from an 
ongoing field campaign in Texas, USA. In-situ wind 
observations from a collocated 200 m meteorological 
tower are utilized for validation. The proposed
algorithm will complement the existing sodar/profiler 
noise reduction schemes by reducing the uncertainty 
associated with the missing data.

1. DESCRIPTION OF DATA
The testing and validation of the current algorithm is 
conducted using data collected in an ongoing field

campaign, Wind Forecast Improvement Project (WFIP) 
(http://www.esrl.noaa.gov/psd/psd3/wfip/). We used 
wind speed and wind direction data from a Vaisala 
LAP-3000 boundary layer profiler, meteorological 
tower [3], and a Scintec Flat Array Sodar system
(SFAS) [4] operational at Reese Technology Center
near Lubbock, Texas, United States. Observations 
from15th July, 2011 to 5th May, 2012 are used for 
testing the denoising algorithm.

2. KEY RESULTS
Figures 1(a) and 1(b) show time-height plots of 
observed wind speed by sodar and profiler, 
respectively. The application of the proposed algorithm
to merged sodar and profiler wind speed data is 
demonstrated in Figure 1(c). By visually comparing 
with collocated tower observations [Figure 1(d)], it is 
quite evident that the algorithm reasonably filters the 
noisy data and fills in the data gaps. However, it is not 
able to fill in the gaps when substantial amounts of 
observations are missing.
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(a)

Figure 1. Time-altitude plots of wind speed for (a) sodar (b) wind profiler, (c) filtered and gap-filled merged 
sodar/profiler, and (d) tower data on 30th January, 2012. Central Standard Time (CST) = UTC - 6 hours
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ABSTRACT 
The purpose of this work is to investigate the use of 
data assimilation of vertical profile of wind speed and 
direction by a Lidar Doppler to improve the 
performance of a Numerical Weather Prediction (NWP) 
model in short-term wind forecasting functional to wind 
energy integration. The work was in the framework of 
the COST Action ES1002 “Weather Intelligence for 
Renewable Energies” (WIRE) within collaboration 
between CNR-ISAC, the Mines–ParisTech, and the 
Danish Technical University. NWP model outputs 
represent the unavoidable input data for all wind power 
prediction systems and the Mines–ParisTech has 
developed the Armines Wind Power Prediction System 
(AWPPS) that provides short-term forecasts for the 
power output of onshore and offshore wind farms. The 
work was primarily focused to study the relationship 
between the meteorological information and the 
possible operational applications in term of power 
prediction.  
An high-resolution state-of-the-art mesoscale model, 
operational at CNR-ISAC, was adopted for the 
simulations. Vertical profiles of wind speed and 
direction from a Windcube Lidar were used, for both 
the assimilation and the comparison with model 
simulations. The NWP model was run for 30 
consecutive days and in two different configurations: 
with and without data assimilation scheme activated. 
The study area is a flat coastal area in Denmark, where 
both wind measurements and wind power data are 
available. Preliminary results show small improvements 
of the model runs in which the assimilation scheme is 
activated compared to the control runs, without data 
assimilation. The forecast is improved for some days by 
the data assimilation, but there are occasions in which 
the technique doesn’t improve or even worsen the 
forecast. 
Work is in progress to better understand the error 
behaviour as a function of the synoptic circulation and 
of the height. Moreover, the analysis will be repeated 
for very-short term forecasts (up to 1 h) and for a longer 
period.  

1. INTRODUCTION 
Above a significant level of wind energy penetration it 
is crucial to rely on trustable wind forecast models  for 
time horizons from minutes to days ahead and to be 
aware and quantify their uncertainties under different 
atmospheric conditions. 
A main issue in improving weather forecast numerical 
models is to obtain an improved knowledge of the 
atmospheric state through the use of asynoptic data, in 
order to produce good initial and boundary conditions. 
Several remote sensing instruments, such as wind 
profilers i.e. sodars, lidars and radars, are able to 
provide continuous streams of data on the evolving 
atmospheric conditions, and atmospheric observations 
through a deep layer of the atmosphere. 
Data assimilation is the procedure that consists to 
incorporate observational data into analysis or forecast 
provided by meteorological models [1]; in this work a 
Four Dimensional Data Assimilation (FDDA) 
technique, based on Newtonian Relaxation [2,3], is 
adopted to produce accurate meteorological simulations 
with a tailored version of a high-resolution state-of-the-
art mesoscale model. 

2. EXPERIMENTAL SITE AND 
MEASUREMENTS 

The experimental site is the Danish National Test 
Station for Large Wind Turbines, located at Høvsøre in 
Western Jutland, Denmark, Figure 1 (picture from 
Google Earth). The site is in a flat terrain area, with low 
height variations (less than 5 m) near the coastline. This 
site is equipped with a line of five test stands for MW-
class wind turbines. 
Vertical profiles of wind speed and direction from 
Leosphere WLS-7 (Windcube) Lidar, were used both 
for data assimilation tests and for evaluating a model 
performance; the Lidar was located at the southern end 
of the turbine line. 
The Windcube is a pulsed Doppler Lidar wind profiler 
operating at the eye-safe 1.5µm wavelength. The 
instrument measures the radial speed in 4 directions 
azimuthally separated by 90 degrees. The full 3-D wind 
speed vector is retrieved by combining the four last 
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data assimilation of vertical profile of wind speed and 
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model in short-term wind forecasting functional to wind 
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(AWPPS) that provides short-term forecasts for the 
power output of onshore and offshore wind farms. The 
work was primarily focused to study the relationship 
between the meteorological information and the 
possible operational applications in term of power 
prediction.  
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simulations. Vertical profiles of wind speed and 
direction from a Windcube Lidar were used, for both 
the assimilation and the comparison with model 
simulations. The NWP model was run for 30 
consecutive days and in two different configurations: 
with and without data assimilation scheme activated. 
The study area is a flat coastal area in Denmark, where 
both wind measurements and wind power data are 
available. Preliminary results show small improvements 
of the model runs in which the assimilation scheme is 
activated compared to the control runs, without data 
assimilation. The forecast is improved for some days by 
the data assimilation, but there are occasions in which 
the technique doesn’t improve or even worsen the 
forecast. 
Work is in progress to better understand the error 
behaviour as a function of the synoptic circulation and 
of the height. Moreover, the analysis will be repeated 
for very-short term forecasts (up to 1 h) and for a longer 
period.  

1. INTRODUCTION 
Above a significant level of wind energy penetration it 
is crucial to rely on trustable wind forecast models  for 
time horizons from minutes to days ahead and to be 
aware and quantify their uncertainties under different 
atmospheric conditions. 
A main issue in improving weather forecast numerical 
models is to obtain an improved knowledge of the 
atmospheric state through the use of asynoptic data, in 
order to produce good initial and boundary conditions. 
Several remote sensing instruments, such as wind 
profilers i.e. sodars, lidars and radars, are able to 
provide continuous streams of data on the evolving 
atmospheric conditions, and atmospheric observations 
through a deep layer of the atmosphere. 
Data assimilation is the procedure that consists to 
incorporate observational data into analysis or forecast 
provided by meteorological models [1]; in this work a 
Four Dimensional Data Assimilation (FDDA) 
technique, based on Newtonian Relaxation [2,3], is 
adopted to produce accurate meteorological simulations 
with a tailored version of a high-resolution state-of-the-
art mesoscale model. 

2. EXPERIMENTAL SITE AND 
MEASUREMENTS 

The experimental site is the Danish National Test 
Station for Large Wind Turbines, located at Høvsøre in 
Western Jutland, Denmark, Figure 1 (picture from 
Google Earth). The site is in a flat terrain area, with low 
height variations (less than 5 m) near the coastline. This 
site is equipped with a line of five test stands for MW-
class wind turbines. 
Vertical profiles of wind speed and direction from 
Leosphere WLS-7 (Windcube) Lidar, were used both 
for data assimilation tests and for evaluating a model 
performance; the Lidar was located at the southern end 
of the turbine line. 
The Windcube is a pulsed Doppler Lidar wind profiler 
operating at the eye-safe 1.5µm wavelength. The 
instrument measures the radial speed in 4 directions 
azimuthally separated by 90 degrees. The full 3-D wind 
speed vector is retrieved by combining the four last 
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consecutive radial speeds. The maximum measuring 
height of the instrument was set to 300 m.  
 

 
Figure 1. Høvsøre site. 

 
The simulations and the verification procedures were 
performed for the available one-month period, from 20 
April 2010 to 20 May 2010. The dataset consisted of 
10-minute time series  at the following levels: 40m, 
60m, 80m, 100m, 116m, 130m, 160 m, 200 m, 250 m 
and 300 m.   

3. MODEL CONFIGURATION  AND 
         PROCEDURES 
A tailored version of the meteorological model 
Regional Atmospheric Modeling System (RAMS), in 
its version 6.0, was used in this work. A detailed 
description of the RAMS model is given in Cotton et al. 
[4]. 
The model is configured with four two-way nested 
grids (Figure 2). Horizontal resolutions are 27 km, 9 
km, 3 km and 1 km, respectively. The fourth grid is 
centred over the Høvsøre experimental site; for this grid 
forty vertical levels are used and the spatial extension is 
32 km. 
 

 
Figure 2. RAMS domains 

 
RAMS model was run in two different configurations: a 
“normal forecast” (also ‘NOAS’, below) and a “data 

assimilation” (also ‘AS12’, below) run. The run 
duration is twenty-four hours for both configurations. 
For each configuration, simulations were performed for 
a one-month period from 20 April 2010 to 20 May 2010 
(one simulation per day, starting at 12 UTC).   

3.1 Assimilation Technique 
For the assimilation procedure, a Newtonian relaxation 
(or nudging) was adopted [3,5]. The nudging technique 
consists of adding an extra tendency term, to the 
prognostic equations of the zonal and meridional wind 
components, which forces the variable toward the 
observations.  

3.2 Statistical Analysis  
To compare the NOAS and the AS12 runs, the Mean 
Absolute Error (MAE) and the Root Means Square 
Error (RMSE) for both wind speed WSP (ms-1) and 
direction WDIR (Deg) were computed for one, three, 
and six hours following the end of the nudging time, i.e. 
after the first 12 h of simulation. 

4. RESULTS  
Preliminary results are showed in terms of biases BIA 
and RMSE, for the whole study period, for all vertical 
levels, for both WSP and WDIR and for three different 
time steps: one, three, and six hours following the end 
of the assimilation procedure. Improvements are 
evaluated by comparing model errors for the NOAS 
simulations with model errors for the AS12 simulations. 
The results are summarized in Table 1. MAE and 
RMSE units for WSP are [ms-1] and for WDIR are 
[Deg]. 
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Table 1. One-month results (MAE and RMSE) for WSP (m/s) 
and WDIR (Deg) 
 
Statistics show negligible improvement of the “data 
assimilation” run compared to the “control forecast” 
run. The wind speed RMSE of the NOAS (AS12), 
averaged over all levels, and for the whole period, is 
1.80 m/s (1.70 m/s) for the one-hour forecast, 1.82 
(1.79 m/s) for the three-hour forecast, and 1.82 (1.80 
m/s) for the six-hour forecast. The wind direction 
RMSE of the NOAS (AS12), averaged over all levels 
and  for the whole period considered is 31° (34°) for the 
one-hour forecast, 31° (32°) for the three-hour forecast, 
and 30° (31°) for the six-hour forecast. 
For the one-hour forecast, the wind speed RMSE “error 
reduction” is of about 5%. For the same case, but for 
the wind direction RMSE, we found an “error increase”  
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of about 8%. Anyway, all the errors and the results 
should be contextualized and examined in absolute 
terms. In fact, even in the “worst case”, the difference 
between NOAS run and AS12 run (for the wind 
direction RMSE), is 3° (Tab. 1); this value, can be 
considered negligible with respect to the instrumental 
error of most wind sensors.   
A subsequent step was the daily analysis of the one-
hour forecast. This statistics (not showed) allows us to 
perform daily analysis and to study the error variability. 
It follows that there are days in which the forecast is 
improved by the data assimilation and days in which 
the technique does not improve or even worsen the 
forecast. 
From the daily analysis follow some information: when 
the wind direction is forced by the synoptic scale, and it 
is well defined, the errors are low without data 
assimilation. In these cases, it is more difficult to 
improve the “control forecast”, because the assimilation 
improvement is larger when the difference between the 
background and observation is large. Again, regarding 
the daily errors on WDIR, the RMSEs have significant 
fluctuations in connection with significant changes in 
wind direction.  
Due to the problems related to the wind variability in 
the PBL, it has been necessary to perform some 
accurate analysis (not showed) taking into account the 
wind behaviour with height. From these analysis it 
follows that for WSP RMSE error is maximum at the 
first level, minimum at the second one, and generally 
tends to become smaller with height; this behaviour, 
confirmed both for the NOAS and for the AS12 run, is 
justified by the fact that in the surface layer there are 
several issues that make difficult to perform a good 
forecast. 
For WDIR RMSE there is a different trend. Errors, both 
for the NOAS and for the AS12 run, are quite constant 
for the first six levels and almost twice at higher levels. 
This fact shows that the model has difficulties to 
forecast wind direction, likely because the RAMS PBL 
parameterization’s scheme is not optimized for high 
resolutions used in this work. 

5. CONCLUSIONS AND FUTURE WORK 
A personalised version of the mesoscale model RAMS 
was tested to investigate the performances improvement 
by implementing a 4-dimensional nudging scheme. 
Assimilation and verification are performed using data 
from a Wind Lidar over one-month period available at a 
Danish site in flat terrain. Initial results show that the 
assimilation of wind profiles produces a negligible 
improvement of the model performances. At the same 
time, it was evident that for several days the initial 
(NOAS run) RAMS errors, both for WSP and for 
WDIR, were small, and for those days the 
improvements were lower. For WSP, it was found that 

the higher the wind, the bigger the errors. And near the 
surface (first vertical levels) errors are higher than 
above. For WDIR the error behaviour with the height is 
opposite, because errors become larger at higher 
vertical levels. Moreover, it is noticeable that errors 
have significant fluctuations when significant changes 
in wind direction occur. 
Further work is planned (and is already in progress) in 
order to: 
- Repeat numerical simulations (and analyses) for very-
short term forecasts (up to 1 h) and for a longer period; 
- Try to test the system in an orography complex 
terrain; 
- Test different parameterization’s scheme (PBL, 
surface, etc.); and  
- Set up and use different assimilation schemes 
(3DVAR, 4DVAR). 
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WIND PROFILE MEASUREMENT IN SEASHORE USING A WIND LIDAR AND A TOWER  
Y.-J. Choi, Y.-S. Park, S.-W. Lee, G.-H. Kim, B.-K. Seo 

National Institute of Meteorological Research, KMA, Seoul, South Korea, yjchoikma@korea.kr 
 
 

 
Korea Meteorological Administration(KMA) developed high-resolution wind resource maps over entire Korean 
peninsula in 2010 and keeps improving them thereafter. The wind resource assessments over Korea are based on the 
results of mesoscale model, WRF. In order to validate the model results, vertical wind profiles are measured at 
levels of 80, 100, and 120 m above ground using conically scanning lidar installed at ground level and cup 
anemometers installed in a tower and they are compared. Measurements were performed at Gochang in seashore(see 
Fig. 1) located in southwest region of South Korea where it is close to one of 2 offshore wind farms planned to be 
constructed within 10 years in South Korea. The sea-land breezes are also observed and the vertical structures are 
investigated. The sea-land breezes observed in east coast and west coast are compared. 

 

   
Figure 1. The location of observation experiment in South Korea. 
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ABSTRACT 
The main goal of WIRE www.wire1002.ch is 
contributing enhancing methodologies for forecasting 
wind and solar power production from minutes up to 
several days ahead combining Numerical Weather 
Prediction (NWP) models and real-time surface and 
remote sensing measurements. The objectives are: to 
establish an understanding between the scientific and 
end user communities; to optimize the technical and 
economic integration of renewable energies and 
transferring knowledge across Europe and worldwide. 
 WIRE consists of three Work Groups (WG):  
WG1. Modeling and post-processing. Activities in 
progress are: the assessment of current research 
activities in Europe and current knowledge gaps to 
highlight the existing weaknesses for all components of 
the renewable energy forecast system and of the 
adequacy of NWP models and downscaling 
methodologies coupled with dedicated power 
conversion modules to deliver accurate power 
production forecast.  
WG2. Measurements and Observations. The added 
value of the new observation techniques in developing 
power forecasting models will be quantified.  In 
particular, the focus will be on space-borne and ground-
based remote sensing technologies for determining i.e. 
cloud cover, vertical wind profiles, the vertical content 
of Liquid Water and Particle Size Distribution. 
Recommendations will be provided to the scientific and 
users communities. NWP benchmarking is being 
organized and results of post-processing improved 
forecasting systems will be evaluated selecting existing 
locations with wind farms and solar energy plants. 
Databases will be set up and formatted for direct use by 
the modeler's community.  
WG3. Power Plants and Grid Management. End-users 
will be involved in developing improved forecasting 
systems assuring a good match between the scientific 
and the end-user's requirements. 

1. INTRODUCTION 
Due to climate change and shrinking fossil resources, 
the transition to more and more renewable energy 
shares is unavoidable. But, as wind and solar energy is 
strongly dependent on highly variable weather 
processes, increased penetration rates will also lead to 
strong fluctuations in the electricity grid, which need to 
be balanced. Proper and specific forecasting of ‘energy 
weather’ is a key component for this. Therefore, it is 
timely to scientifically address the requirements to 
provide the best possible specific weather information 
for forecasting the energy production of wind and solar 
power plants for the next minutes up to several days 
ahead. 

Towards such aims, the COST action ES1002, Weather 
Intelligence for Renewable Energies, WIRE
www.wire1002.ch has two main lines of activity: first 
to develop dedicated post-processing algorithms 
coupled with weather prediction models and 
measurement data especially remote sensing 
observations; second to investigate the difficult 
relationship between the highly intermittent weather 
dependent power production and the energy distribution 
towards end users. The second goal will raise new 
challenges as this will require from the energy 
producers and distributors definitions of the requested 
forecast data and new technologies dedicated to the 
management of power plants and electricity grids. 

Twenty five European COST Countries and four non-
cost countries, Australia, Canada, Japan, and USA, are 
participating to WIRE that is one of the largest actions 
in the Earth System Science and Environmental 
Management domain. 

2. WIRE ACTIVITY 
The main goal of the Action is to contribute enhancing 
methodologies of forecasting wind and solar power 
production in the time domain from a few minutes up to 
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several days ahead. This will be achieved during the 
activity of three Working Groups by:  

• Combining numerical weather models with 
suitable post-processing methods as well as 
real-time surface and remote sensing 
measurements.  

• Establishing a common understanding between 
the relevant communities (wind and solar, 
meteorologists, energy engineers, grid 
managers) in order to optimize the technical 
and economic integration of these renewable 
energies into electricity grids and markets.  

• Transferring knowledge across Europe, 
connecting the scientific and end user 
communities. 

3. WORKING GROUP 1. MODELING AND 
POST-PROCESSING. 

In the first phase of the project, a critical assessment of 
past and present research activities in different 
countries and of current knowledge gaps will be 
performed (State-Of-The-Art, SOTA). This has to 
highlight the existing weaknesses for all components of 
the renewable energy forecast system. In particular, it 
will allow evaluating the adequacy of numerical 
weather models coupled with dedicated power 
conversion modules to deliver accurate power 
production forecasts. 

Furthermore, the potential of downscaling models 
towards higher spatial resolution will be analyzed in 
order to evaluate its impact when combined with 
appropriate post-processing applications.  

If proved necessary, the project will promote the 
development of downscaling methodologies adapted to 
the need of wind and solar energy applications. 

4.  WORKING GROUP 2.  MEASUREMENTS 
AND OBSERVATIONS 

The activity in WG2 aims to quantify the added value 
of the new observation techniques in further developing 
power forecasting models. In particular, the focus will 
be on how including ground-based and space-borne 
(satellite) remote sensing technologies will improve the 
quality of the production forecasts including at the post-
processing level. Recommendations will be provided to 
the scientific and users communities. Ground-based 
remote sensing systems include: 

Weather radars, cloud radars,  ceilometers, Total Sky 
Imagers, pyrgeometers, and combinations of   these 
systems; 

Wind profilers and LIDARs for the wind speed and 
direction fields, or combinations of them; 

LIDAR and micro-wave systems for the determination 
of Liquid Water Content LWC (and possibly the 
Particle Size Distribution PSD) of the boundary layer - 
presently products of the model itself – which are 
required for improving the high resolution models. 

The results of these post-processing improved 
forecasting systems will be evaluated and validated. 
Existing wind farm and solar energy plant locations will 
be selected for the verification and additional ad-hoc 
measurements will be installed whenever possible.  
Database (s) containing the validation data will be set 
up and appropriately formatted  for direct use by the 
modelers’ community.  

5. WORKING GROUP 3. POWER PLANTS 
AND ELECTRICAL GRID MANAGEMENT  

Finally, the development of improved forecasting 
systems will be done in cooperation with end users in 
order to guarantee a good match between the scientific 
developments and the user s’ requirements. A tentative 
implementation of the forecasts into the operational 
strategies of the power plants and electrical grid 
operators will be evaluated. At this point, it is required 
to establish a high level interdisciplinary collaboration 
between science and industry. Secondary specific 
applications such as the influence of “thermal rating” 
and icing for power lines at selected test sites will also 
be performed.  

6. MAIN ACHIEVEMENTS  
Report on the current state of research and development 
related to measurement, modeling and forecasting 
technologies for renewable energy integration. 

Gathering and preparation of datasets for various sites 
in order to benchmark existing modeling and 
forecasting approaches.  

7.  ONGOING ACTIVITIES AND EXPECTED 
RESULTS  
• Analysis of the added value  from ground-

based and space–born remote sensing 
measurements techniques for nowcasting, 
weather forecast modeling and  post 
processing tools 

• Evaluation of the economic benefit for the 
power production resulting from improved 
high resolution forecasts in terms of efficiency 
and cost savings 
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• Assessment of the effects of the intermittent 
character of renewable energies on the 
electrical grid management. 

• Roadmap for modeling of solar and wind 
power production  for  the management of 
power plants and electrical grids. 

• Organization of the Workshop on Remote 
Sensing Measurements for Renewable Energy.
22-23 May 2012. Technical University of 
Denmark DTU, Risoe Campus, Roskilde, 
Denmark. 
http://www.wire1002.ch/index.php?id=24
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Figure 1. Diagramme summarizing the WIRE project. 

Figure 2. Participants to the 1st Steering Committee Meeting 
and State-of-the art Workshop at MINES-ParisTech, Center 
for Energy & Processes, Sophia Antipolis, France. 22-23 
March 2011. 
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ABSTRACT 
The Columbia Basin Wind Energy Study (CBWES) is a 
Department of Energy supported study focused on 
creating a multi-season data set that can be used to 
evaluate the ability of mesoscale meteorological models 
to predict low-level winds in the vicinity of an 
operating wind plant in a region of complex terrain. 
CBWES was conducted in 2011-2012 in an area of 
rolling hills near an operational wind farm in northeast 
Oregon and southwest Washington State. 
Instrumentation deployed included a 60 m instrumented 
tower equipped with ultrasonic and propeller and vane 
anemometers, a Doppler sodar, and a 915 MHz radar 
wind profiler. The final data product is single best 
estimate of wind profile over the site as a function of 
time. The obtained wind field is then used in two ways: 
(a) to evaluate Weather Research and Forecasting 
(WRF) model simulations for periods of interest, with 
an emphasis on wind ramp and wind shear events; and 
(b) to evaluate retrievals of horizontal winds from 
National Weather Service WSR-88D radar located in 
Pendleton, Oregon. All of the observations from this 
study will be made publically available at the 
conclusion of the study.   

1. MOTIVATION AND GOALS 
Mesoscale atmospheric models, such as the Weather 
Research and Forecasting (WRF) model, are useful 
tools for characterization of a perspective site, for 
operational wind forecasting, and for study of complex 
inflow conditions to the wind plant [1-3]. However, in 
general, there is a lack of publically available wind data 
sets focused on wind energy industry needs [4], 
especially those suitable for evaluation of mesoscale 
meteorological models abilities to accurately predict 
hub-height winds. The Columbia Basin Wind Energy 
Study (CBWES) is a US Department of Energy 
supported study designed to partially address this 
shortcoming and to provide data that can be used by the 
wider wind energy community to evaluate mesoscale 
model forecasts of winds, including speed and direction 
at the hub height, ramp events and wind shears.  

This study utilized a number of remote sensing and in-
situ probes to measure the profile of wind speed and 
wind direction from the surface to an altitude of several 
hundreds meters above the ground and to evaluate 
turbulent kinetic energy profiles in the lower boundary 
layer. Data from all instruments have been combined to 
form a single best estimate of the wind over the site as a 
function of time and height. 

The suite of instruments has been deployed for a period 
of 8-12 months in order to obtain multi seasonal data 
set over a wide range of meteorological conditions.

The modeling component of the study includes a set of 
simulations using the WRF model that covers a range 
of surface-layer and boundary-layer parameterizations 
applied under variety of meteorological conditions. 
These simulations used a standard configuration of 
WRF and could be compared to “experimental” 
simulations completed by an interested third party. In 
addition, specific guidance on the selection and use of 
surface- and boundary-layer parameterizations in WRF 
has been developed.  

2. FIELD SITE 
The CBWES field site (45.955° N, 118.688° W) is 
located in northeastern Oregon in an area of rolling hills 
near the State Line Wind Energy Center. This plant 
consists of 454 turbines (660-KW, Vestas V-47) and 
has an installed capacity of 300-MW. This location is in 
a small area of wind power class 4, as identified in the 
Wind Energy Resource Atlas of the United States [4]; 
usually areas with a wind power class 3 or greater are 
considered for wind energy development.  

Steep slopes and narrow gullies add to the complexity 
of the surrounding terrain. Overall height difference 
between the top of the local ridge and valley bottom is 
around 450 m.  
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Figure 1. Topographic map showing the CBWS site (star) 
and approximate locations of the State Line Wind Project 
turbines (black lines). 

A 65 m tall telecommunication tower is located on the 
site. Propeller and vane anemometers that are 
permanently installed at three levels on the tower are 
maintained by the Bonneville Power Administration 
(BPA) for use in their operations. Measurements from 
these BPA anemometers for the duration of the 
CBWES study are included into the data set.  

Figure 2. The CBWES site. 

Figure 3. View looking to the north-east of the site. 

3. INSTRUMENTATION 
The suite of deployed instruments (Table 1) was 
selected to be able to provide winds from the surface to 
the heights above the area swept by the blades of wind 
turbines, and to estimate the stability and the turbulence 
kinetic energy (TKE).  

Remote sensing instruments deployed during various 
periods of the CBWES study were Scintec MFAS 
Doppler sodar, and a Vaisala 915 MHz radar wind 
profiler (RWP), the later has been supplied by the DOE 
Atmospheric Radiation Measurement Climate Research 
Facility [5].  

Ultrasonic anemometers (ATI SATI/3K) have been 
deployed at two levels (30 m and 60 m) on the radio 
tower. The top level was instrumented with two sonic 
anemometers on booms pointing to the southeast and 
southwest in order to give redundancy in the event of a 
failure of one of the sensors. During initial phases of 
the study a single sonic anemometer mounted at a 
height of 3.1 m above the surface was used.  

Table 1. Instruments deployed during CBWES 

Instrument Deployment 
period 

Nominal 
heights 
(m AGL) 

Averaging
(min) 

915 MHz RWP 16 Nov. 2010- 
24 May 2011 

89-1462 
25 range gates 

30 

Doppler sodar 4 Dec. 2010- 
21 Mar. 2012 

30-410 
40 range gates 

15 

Sonic 
anemometer(s) 

21 Jan. 2011- 
18 Apr. 2011 

3.1 30 

 23 Apr. 2011- 
21 Mar. 2012 

30, 60 30 

Prop and vane 
anemometers 

Permanent 30, 44, 62 10 
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4. DATA 
The RWP was configured to run in three-beam, low-
power mode with range gate spacing of 57 m and 
averaging time of 30 min. This configuration was 
chosen to get finest possible time/space resolution and 
minimize artifacts from adjacent radio tower and wind 
turbines.  

The Doppler sodar was operated with 10 m range gate 
spacing and a maximum height of 400 m. The system 
operated with five beams in coded pulse mode 
(frequencies between 1650 and 2750) and used an 
averaging time of 15 min.  

Sonic anemometers were operated with 10 Hz 
acquisition rate and the data were processed in 30-min 
periods. Data transmission from the anemometers to the 
acquisition computer was established via radio modem 
links in order to avoid long cables. 

Routine measurements, data acquisition, and quality 
control of propeller and vane anemometers were 
performed by the Bonneville Power Administration. 
The winds were provided at three levels with 10 min 
averaging.  

One of the reasons why this site was selected for 
CBWES field campaign was 65 m radio tower on the 
site, however this same tower, and powerful 
telecommunication equipment installed on it, had posed 
significant challenges to instrument operation, data 
collection, and post-processing.  

Ground and intermittent clutter from the tower, tower 
guy wires, and from the rotating blades of the nearest 
turbine affected wind measurements from both remote 
sensing instruments. Sonic anemometer data links were 
disrupted during periods of intensive radio 
transmissions; radio frequency interference also 
affected sonic anemometers themselves, causing 
frequent spikes in the data.  

Data processing and quality control procedures for the 
wind data from the remote probes and the tower 
anemometers included cleaning up various outliers and 
artifacts in a chain of “sanity” checks, averaging to a 
common time base of 30 min, filling small (less than 3 
range gates or 3 hours) gaps using cubic spline 
interpolation, and then merging all data streams into 
one single best estimate of wind profile over the site as 
a function of time.  

5. WRF SIMULATIONS 
The WRF model has been configured to be consistent 
with applications within the wind industry. Our 
particular setup includes three nests, with 12, 4 and 1.3 
km horizontal resolution and 55 vertical levels (with 
approximately 15 m spacing in the lowest 200 m). 

Three different boundary-layer parameterizations have 
been used: Mellor-Yamada-Janjic (MYJ), University of 
Washington (UW), and Yonsei University (YSU). 
Simulations have been completed for May 2011. 

An example of WRF performance is shown in figure 4. 
The top panel shows the observed wind speed from 146 
m AGL as well as the wind speed simulated by each of 
the three selected boundary-layer parameterizations. 
There are periods during which the all three simulations 
over predict the wind speed (between 00:00 and 12:00 
on 16 May). The UW and YSU scheme do a better job 
capturing the up ramp on 15 May, and all three 
parameterizations capture the down ramp later in the 
day.  

Figure 4. Wind speed (top panel) observed at the CBWES 
site (black) and simulated using the MYJ (blue), UW (red) 
and YSU (gray) parameterizations, and normalized power 
(bottom panel) calculated from the observed wind speed 
(black) and simulated using the MYJ (blue), UW (red) and 
YSU (gray) parameterizations. Shading indicates up (green) 
and down (red) ramps. 

The power generated from a hypothetical wind turbine 
can be computed directly from the observed or 
simulated wind speed using a standard power curve. 
For convenience, the power has been normalized by the 
maximum power of the turbine, and therefore ranges 
between 0 and 1. The bottom panel in Figure 4 shows 
an example of the normalized power, along with 
periods of up ramps and down ramps highlighted. The 
MYJ scheme predicts nearly full power production 
during most of the period, while the UW and YSU 
scheme show a number of times during which the 
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power produced by the wind turbine would be 
significantly reduced.  

6. FUTURE WORK 
CBWES is part of an ongoing project, future tasks 
include finalize wind data set and release it for use by 
the wider wind energy community. A new set of control 
WRF simulations with different resolutions and for 
other seasons is under development. 
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ABSTRACT

Case studying of short-term dynamics of wind pro-
files in the lower 500-m height air layer in Moscow
has been presented with the use of the sodar data.
Quick changes of wind direction in time are con-
nected as a rule with synoptic processes such as pass-
ing of atmospheric front, axis of ridge or axis of
trough above a site of sounding. Usually wind turning
in time is right although sometimes it may be left – 
e.g., during passing of ridge axis at its Northern pe-
riphery. Extremely quick and sharp changing of wind
direction up to 360º during several hours may took
place in close vicinity of an anticyclone center or a 
cyclone center. Some weather phenomena which are
connected with Cb clouds (thunderstorms and others)
are accompanied by quick acceleration of wind speed.

1. INTRODUCTION

The acoustic remote sensing is carrying out at Mete-
orological observatory of Moscow University since
1988, including measurements of wind profiles with
the use of ‘MODOS’ sodar of METEK production
since 2004 [1]. The operation frequency is 2000 Hz,
the vertical range is between 40 and 500 m. The spa-
tial resolution of these data is equal to 20 m and the
temporal one (i.e. minimal time for measuring of reli-
able wind profiles) consists of 10 minutes. Thus, the
sodar data allows studying of short-term dynamics of 
the wind fine structure in the atmospheric boundary
layer, including any changes both of wind velocity
and of wind direction in time range from 10 min to
several hours. Evidently, most of these quick changes
are connected either with synoptic events or with
some specific meteorological phenomena. The main
features of short-term wind dynamics have been stud-
ied on a base of a lot of examples using synoptic
charts and the ground meteorological data. Among
others, it has been found that quick turning of wind
direction in time is connected as a rule with passing of
either atmospheric fronts or ridge (or trough) axes.

2.  RIGHT TURNING

Let us use below a term ‘turning’ as quick change of
wind direction not with a height but in time – from
one moment to another in all the range of the sodar
data. The most typical case of quick right turning is 
well-known synoptic phenomenon of a front passing

above the sounding site. One of examples is presented
on Fig.1. As one can see before 06 a.m. at that day 
(November 29th, 2005) wind direction was South-
Eastern at all the range of the sodar data from 40 to
400 m above the ground. However, at 06 a.m. direc-
tion sharply changed to South-Western so that right
turning consisted of 70-80º. Intermediate zone of
Southern winds was narrow – they were observed dur-
ing nearly of one hour from 05 to 06 a.m. at the level

a) Sodar data about wind velocity and direction.
Horizontal axis – time, hours; vertical axis – height, m.

b) Barograph record of the air pressure for the period from
10 p.m. on November 28th to 02 p.m. on November 29th; the 
moment of cold front passing on 06 a.m. is shown by red 
arrow.

Fig.1. Right turning of the wind direction connected with
front passing on November 29th, 2005. Moscow.
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of 400 m and only during 20-30 minutes (from 05.30
to 06.00 a.m.) at the ground air layer. Thus, wind di-
rection was gradually changing from South-Eastern to
Southern downward. Both before, and later it was sta-
ble without of significant changes.
As it is seen on the barograph record (Fig.1 b) just at
06 a.m. the air pressure began to sharply increase that
means, accordingly to classic synoptic analysis [e.g., 
2], a passing of intensive cold front above Moscow.
Indeed just at this moment the air temperature T began
to fall: from +9.7 ºC at 06 a.m. to +5.6 ºC at 09 a.m.
and, then, even to +0.9 ºC at 09 p.m.
This example of the wind direction right turning is
quite typical for cases of front passing. Wind turning
is, as a rule, quicker for cold fronts and slower for
warm fronts which zones are usually wider in space.

3.  MULTIPLE RIGHT TURNINGS 

One more typical situation at the wind direction dy-
namics is two right turnings which take place during
several hours, just one after another. As it is seen on
Fig.2 a) East-South-Eastern winds were replaced by
Southern after 08 a.m. (intermediate South-Eastern
direction was detected by the sodar during only one
hour from 07 to 08 a.m.). Then at 03 p.m. Southern
winds were replaced by South-Western ones quickly
(during only 20-30 minutes). Thus, two sharp right
turnings took place at the same day. It should be noted 
as well that during periods before 07 a.m., from 08 
a.m. to 03 p.m. and after 03 p.m. wind direction was
stable and nearly the same.
The barograph record (Fig.2 b) indicates two critical
points – at 07 a.m. when fall of the air pressure was
finished and at 03 p.m. when its increase was sud-
denly accelerated. Usually these moments are con-
nected with consequent passing of, firstly, warm and,
then, cold front. True, synoptic chart on Fig.3 con-
firms a location of Moscow city inside warm sector of
the cyclone with the centre above White Russia (al-
though localization of the warm front at the chart pass
a bit ahead of its real passing above Moscow).
This synoptic situation is confirmed by the ground
meteorological data. Indeed, T at Moscow University
was increased from –0.4 ºC at 06 a.m. to +1.4 ºC at 09
a.m. and to +2.3 ºC at noon. Later, after passing of the
cold front, it decreased again up to +0.4 ºC at 09 p.m.
True, these changes may be partially explained by
usual diurnal course. However, change of the air mass
type at this day is evident as well at dynamics of the
humidity parameters (e.g., the water vapour partial
pressure was equal to 4.5-5.0 hPa at the forepart of the
cyclone before 07 a.m., to nearly of 5.5 hPa in warm
sector and only to 4.0 hPa in the cyclone rear after 03
p.m. The method of such detailed kind of synoptic
analysis was discussed in [3]. Thus, both right wind
turnings on Fig.2 a) were connected with passing of
two atmospheric fronts whereas the period between
them with stable Southern winds was noted by warm
sector of the cyclone.

a) Sodar data about wind velocity and direction.
Horizontal axis – time, hours; vertical axis – height, m. 

b) Barograph record of the air pressure; moments of 
passing of warm and cold fronts at 07 a.m. and at 03 
p.m. are shown by violet arrows.

Fig.2. Two right turns of the wind direction connected
with passing of cyclone warm sector of on March 25th,
2009. Moscow.

Fig.3. Surface synoptic chart for 03 a.m. of Moscow time
on March 25th, 2009. Moscow city is shown by red aster-
isk.

4.  LEFT TURNING 

Significant left wind turning is observed not so often
as the right one. It may take place, for instance, in 
time of passing of ridge axis at its Northern periphery.
One example of such event is shown on Fig.4. At that
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time, on November 8th in 2008, the sodar operated in
Obninsk town at a distance of nearly 100 km to the
South from Moscow city. As one can see before noon
wind was characterized by comparatively high speed
(up to 12 m/s) and by North-Western direction. Then,
wind speed significantly decreases up to only 1-2 m/s
at 05 p.m. After 05 p.m. left wind turning occurred so
that direction was changed from North-Western to
South-Western. At the same time, wind speed was
increased again in the evening up to 5-7 m/s at the
level of 100 m height and up to 9 m/s at the level of
180 m height. This kind of turning is evident and
strong but it is slower in the comparison with right
turnings at frontal zones.

Fig.4. Left turning of the wind direction connected with
passing of ridge axis on November 8th, 2008. Obninsk. 
Horizontal axis – time, hours; vertical axis – height, m.

Fig.5. Surface synoptic chart for 06 p.m. of Moscow time
on November 08th, 2008. Ridge axis is shown by dashed 
line; Moscow city – by red flag; Obninsk town – by red
asterisk.

As it is seen on Fig.5, in the afternoon Obninsk was
situated at zone of ridge axis of anticyclone with the
center above Ukraine. This axis is shown by dashed
line. In other words, before noon the site of sounding
was located at the Eastern periphery of the ridge in 
conditions of North-Western winds which were re-
placed by South-Western winds at the ridge Western
periphery after passing of its axis which is confirmed
by maximum of the air pressure on the barogram.

5.  GRADUAL CHANGE OF WIND DIRECTION

We discussed above several cases of more or less 
quick wind turnings in the lower troposphere. How-
ever, sometimes wind direction may be changed
gradually, without sharp turnings. One typical exam-
ple is demonstrated on Fig.6. One can see that at the
first half of a day wind direction was changed from
North-Western to Western and, then, to South-
Western. In the afternoon, vice versa, South-Western
winds were replaced by firstly Western and, then, by
North-Western ones again. Thus, gradual wind turning
was left before 09 a.m. and then became right.

Fig.6. Gradual change of wind direction on April 3rd , 
2009. Moscow. Horizontal axis – time, hours; vertical
axis – height, m.

Fig.7. Surface synoptic chart for 04 p.m. of Moscow time
on April 3rd, 2009. Moscow city is shown by red asterisk.

As it is seen on Fig.7 Moscow was situated at the
Eastern periphery of anticyclone with the center above
Western Ukraine. During whole the day anticyclone
quickly replaced to the South-East and, simultane-
ously, became weaker, so that at midnight of April 4th

its center appeared above Northern Caucasus. As a
result, in the morning of April 3rd Moscow was situ-
ated at the ridge axis and then – at its Western periph-
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ery already. The consequence of this replacement was 
the left turning from North-Western to South-Western
direction – similar to example mentioned above on
Fig.4. In the afternoon Moscow was situated already
at the Western periphery of trough which was ap-
peared to the North from Russian capital, in condi-
tions of cyclonic curvature of isobars. As a result,
right wind turning took place at that time which re-
newed the initial North-Western wind direction.
Evidently, all changes of direction during the day were
gradual (unlike previous examples on Figures 1 and 2)
because of absence of frontal activity at locality of 
Moscow, in spite of significant transformation of the
baric field.

6. THUNDERSTORMS

Some weather phenomena connected with quick de-
velopment of strong Cb clouds lead to sharp increase
of wind speed. Among others, this effect may be ob-
served during thunderstorms (Fig.8).

Fig.8. Wind increase during thunderstorm on June 1st,
2007. Moscow. Horizontal axis – time, hours; vertical
axis – height, m.

At that day thunderstorm was started in vicinity of 
Moscow University at 04.19 a.m. Firstly it was weak
but then it became strong since 04.35 till 05.30 a.m.
Finally thunderstorm was finished at 06.15 a.m. At the
same time, as it is seen on Figure 8, strong and quick
increase of wind speed took place: before 03.40 it was 
very low (less than 2 m/s) whereas at 04.30 it in-
creased already up to 13-14 m/s in the ground air layer 
below 100 m height and was equal even to 23.5 m/s at
the level of 260 m height.
Evidently, a relation between weather phenomenon of
thunderstorm and wind acceleration is indirect be-
cause common cause of both effects is development of
a thundercloud. It should be noted that in some cases 
of remote thunderstorms or of summer lightning in-

crease of wind speed doesn’t be observed. Evidently, a 
closeness of thunderstorm cloud to the sounding site
has principal meaning for wind increasing.

CONCLUSIONS

1. Significant short-term changes of the wind
direction, including both quick and gradual
turnings, may be explained as a rule by syn-
optic conditions and changes of common
baric field. Right quick turnings are con-
nected usually with passing of atmospheric
front or trough axis; left turnings may be 
connected with passing of ridge axis at its
Northern periphery.

2. Some weather phenomena such as thunder-
storms and others which are connected with
development of strong Cb clouds lead often
to short-term acceleration of wind speed, but,
as a rule, without stable change of wind di-
rection in time.
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ABSTRACT 

Influence of the synoptic conditions on the 
temperature stratification in the surface layer of the 
atmosphere above Tomsk is considered. The data 
of sodar sounding are presented. Simultaneously 
with these data, the synoptic situation is described 
that allows us to elucidate in more details changes 
in the temperature stratification at the moment of 
observation. For more objective estimation, special 
feature of the temperature stratification and weather 
conditions are given for different seasons of the 
year. 

 

1. INTRODUCTION 

The temperature stratification in the surface 
atmospheric layer, in addition to many factors such 
as inhomogeneity of the underlying surface, 
radiative heat inflows, and air humidity, is 
influenced by the synoptic conditions [1, 2]. The 
most convenient means for monitoring of the 
temperature stratification of the atmosphere is an 
acoustic radar also called sodar [3]. It allows 
continuous monitoring of the lower layer of the 
atmosphere to be performed in real time with high 
spatial and temporal resolution. Previously such 
investigations were performed on the example of 
Moscow [4] and Velikie Luki [5]. The present 
study is aimed at estimation of the degree and 
pattern of this influence for Tomsk located in the 
southeast of Western Siberian plain on the high 
right bank of the Tom’ river.  

Atmospheric sounding was performed with the 
Zvuk-3 monostatic sodar [3]. The sodar carried out 
vertical sounding and determined in real time the 
stratification type (class of the atmospheric 
stability), mixing layer height, height of 
temperature inversions, and convective flows. 

 

2. DATA EMPLOYED 

To estimate the influence of synoptic conditions on 
the temperature stratification in the surface layer of 
the atmosphere, weather maps coinciding in time 
with acoustic sounding periods were used to 
elucidate a dependence of the vertical temperature 
gradient on the air mass (AM) type and localization 
of baric formations and atmospheric fronts. 

Cyclones and anticyclones in the process of their 
formation and motion influence the atmospheric 
circulation at mid-latitudes. Motion of cyclones and 

anticyclones and air circulation inside them lead to 
meridional air mass transfer and inter-latitudinal 
heat and moisture exchange. More often, peripheral 
parts of cyclones and anticyclones influence the 
weather in Tomsk.  

Cyclones usually move in series; as a rule, a crest is 
formed in the rear part of each cyclone, and the 
series ends with an anticyclone formation. Sharp 
changes of weather in Tomsk are usually observed 
when cyclones have a meridional component from 
the Barentsev and Karskii Seas and cause sharp 
changes of the air temperature, strengthening of 
wind, and blizzard. Weather changes when 
atmospheric fronts of cyclonic origin passed by. In 
winter they are stronger than in summer, and their 
number is greater. The influence of the Asian 
anticyclone is traced in winter over the Tomsk 
Region. The crest of this anticyclone is extended 
toward the south of Western Siberia. Anticyclones 
can be very stable; therefore, strong frosts are 
sometimes observed for 10-15 days.  

We must consider that the temperature stratification 
in the surface layer of the atmosphere varies 
continuously, which is also seen from the data of 
sodar sounding [6]. Comparing sodar facsimile 
records with weather maps, we were able to trace 
the influence of this or that atmospheric process on 
the temperature stratification. For our analysis, we 
used the weather maps from the site GU 
“Novosibirsk TSGMS-RSMTS” [7]. 

Since we must provide exact coincidence in time of 
the sodar data and synoptic processes, we 
considered only the periods when those or other air 
masses (AM) or baric formations were observed or 
when these masses approached at very short 
distances to the city, that is, we analyzed the sodar 
data recorded in the morning hours from 00 to 04 h, 
Tomsk LT.  

 

3. INFLUENCE OF SYNOPTIC CONDITIONS 
ON THE STRATIFICATION OF THE 
SURFACE LAYER OF THE ATMOSPHERE 

Sharp changes in the character of atmospheric 
circulation in the south of Western Siberia caused 
unstable weather in the first decade of March, 
2011. Northwest AM transfer under conditions of 
high atmospheric pressure (in the region of the 
ridge of the Siberian anticyclone) was the reason 
for cold weather in the first half of the decade. 
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Then the southwest flows in the atmosphere and 
passage of warm cyclone sectors led to 
considerable warming, frosts were followed by the 
glazed frost phenomena and a thaw. At the end of 
the first decade, significant precipitations and 
fronts associated with them were observed in the 
deep cyclone region. From Fig. 1 it can be seen that 
the ridge of the Siberian anticyclone was situated 
over Tomsk, and light precipitations were 
observed, but not at the moment of observations. 

 
Figure 1. Weather map on March 5, 2011 at 03 h, Tomsk 
LT. 

 

 
Figure 2. Sodar facsimile record of the ABL structure on 
March 5, 2011 (sounding height, in meters, is plotted on 
the vertical axis, and current time is plotted on the 
horizontal axis). 

Essential changes in the character of atmospheric 
circulation caused unstable weather in the second 
decade of May, 2011. Prevalence of anticyclonic 
forms of baric fields in combination with western 
and southwest AM transfer contributed to the 
formation of the enhanced temperature background 
at the beginning (May 11-13) and end (on May 19-
20) of the decade. In the middle of the decade, 
considerable cold spell was observed. At the end of 
the decade, the active cyclonic activity led to an 
increased frequency of rains with thunderstorms. 
From Figs. 3-4 it can be seen that during passage of 
fronts over Tomsk, when unstable stratification was 

observed, vertical plumes characterizing 
convection were observed on the sodar record.  

 
Figure 3. Weather map on May 26, 2011 at 03 h, Tomsk 
LT 

 

 
Figure 4. Sodar facsimile record of the ABL structure on 
May 26, 2011 (sounding height, in meters, is plotted on 
the vertical axis, and current time is plotted on the 
horizontal axis). 

In July, the near-ground temperature inversions 
were most often observed in the process of heat 
advection or in warm air masses, but they were less 
pronounced and less stable in comparison with the 
cold season. 
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Figure 5. Weather map on July 24, 2010 at 03 h, Tomsk 
LT 

 

 
Figure 6. Sodar facsimile record of the ABL structure on 
July 24, 2010 (sounding height, in meters, is plotted on 
the vertical axis, and current time is plotted on the 
horizontal axis). 

As can be seen from Figs. 5-6, an anticyclone was 
observed at night over Tomsk, and a warm front 
approached. On the sodar facsimile records at that 
time, elevated and ground inversions were 
observed, which in the morning, after 4 h, Tomsk 
LT, merged into one common ground inversion. In 
summer, convection was more often developed in 
cold air masses [7]. Previously we have already 
noted that ground inversions with synoptic patterns 
were less pronounced in the warm period in 
comparison with the cold period. This was also 
confirmed by the sodar facsimile records obtained 
during the cold period of the year. 

 

 

 
 

Figure 7. Weather map on January 6, 2011 at 03 h, 
Tomsk LT. 

 

 
Figure 8. Sodar facsimile record of the ABL structure on 
January 6, 2011 (sounding height, in meters, is plotted on 
the vertical axis, and current time is plotted on the 
horizontal axis). 

The weather in the first decade of January in 2011 
was anomalously cold, a capping crest that 
hindered the motion of warm air from the Atlantic 
region was formed in the troposphere over Siberia. 
In this regard, the temperature in the afternoon in 
the first decade of January, 2011 was not higher 
than minus 24 C. At the end of the decade, decay 
of the capping crest over the Ural Mountains led to 
an increase in the temperature in the Tomsk region 
to minus 13 – minus 18 C. High atmospheric 
pressure was also observed in the second decade of 
January; the frosty weather that contributed to the 
formation of ground and elevated inversions was 
observed during this period in Tomsk. Figure 8 
confirms this; a ground inversion is well seen in the 
sodar facsimile record. 
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4. CONCLUSIONS 

Thus, as a result of joint analysis of weather maps 
and sodar data, some patterns of convection and 
temperature inversion observed in different seasons 
of the year in Tomsk were revealed. In summer 
months, convection was most often observed 
during passage of cold air masses, and without 
warming of the underlying surface, the 
stratification of the surface layer was either neutral 
or weakly stable; such pattern was characteristic for 
the passage of local fronts. In the cold period, the 
repeatability of convection was low. The ground 
temperature inversions were usually observed 
during heat advection or when a very cold AM was 
dominant. The elevated temperature inversions 
were much less often observed in the presence of 
such air masses. Of interest is the study of the 
structure of thermal stratification in the surface 
layer depending on the wind velocity. Preliminary 
data demonstrated that the stratification of the 
surface layer of the atmosphere was more variable 
for light winds. The influence of the synoptic 
conditions on the temperature stratification was 
also considerable, and elucidation of patterns of 
this influence calls for further investigations.  
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ABSTRACT 
The EC funded the EXPAH project (EXPAH 
“Population Exposure to PAHs”) under the LIFE+ 
program. The aim of EXPAH is to identify and quantify 
the population exposure to Polyciclic Aromatic 
Hydrocarbon (PAH) in highly urbanized areas, and to 
assess the impact of the PAH on human health. A
collection of meteorological measurements is required 
to feed the modeling system that simulate the emission, 
dispersion and transformation of PAH in the target 
studied area, which has been chosen to be the 
metropolitan area of Rome, Italy. Since December 2010 
the project is collecting upper air and surface 
meteorological data. In addition to the existing 
monitoring network, four stations have been located in 
the city of Rome and its surroundings. Remote sensing 
systems are used in this intensive field campaign. A
SODAR-RASS has been located in a urban park of the 
city to collect wind and temperature vertical profiles. A 
ceilometer is located in the same site to measure the 
vertical backscattering aerosol profiles which will be 
used to retrieve the PBL height and for monitoring the 
PBL aerosol structures. At CNR-ISAC  Tor Vergata 
science park, located in the suburbs of Rome, the wind 
and temperature profiles are measured by means of 
respectively a SODAR and a microwave radiometer.
The combination of these remote sensing techniques 
will allow to monitor the spatial extensions of the  
meteorological phenomena, identifying urban effects 
and the observation of both mountain-valley and sea-
land circulations in the basin area. After the first year of 
measurements, preliminary results are presented. 

1. THE POPULATION EXPOSURE TO PAH 
(EXPAH) PROJECT 

1.1 Aim and objectives 
In order to addresses the environmental and health 
problems induced by emission, dispersion and 
transformation of Polycyclic Aromatic Hydrocarbons 
(PAHs) compounds, the European Commission funded 
the “Population Exposure to PAH” (EXPAH) project 
(Oct 2010-Dec 2013; http://www.ispesl.it/expah) under 
the LIFE+ program. The overall goal of the project is to 
identify the sources and quantify the exposure of 
children and elderly people to particulate PAHs in 
highly urbanized areas, and to assess their impact on

human health. More in detail the EXPAH objectives 
are: 
 to develop a state-of-the-art PAH emission 

inventories for the city; 
 to improve and integrate air pollution models to 

describe the emissions, diffusion, atmospheric 
transformations, and removal of PAHs; 

 to estimate the actual concentrations of PAHs to 
assess the human exposure in different living places 
and to develop an outdoor-indoor infiltration model; 

 to estimate the mean exposure of the target 
populations to particles and PAHs by means of an 
exposure model;  

 to estimate the short-term and long-term health 
impact of particles and PAHs and to improve 
exposure-response relationships of PAHs;  

 to evaluate the health impact in view of EU policies 
in order to provide recommendations for adaption 
and mitigation strategies. 

The city of Rome (Italy) was chosen as study area due 
to its  serious pollution problems, particularly for PM10,
NO2 and O3. Several studies have reported health 
effects due to air pollution in this city [1] and an 
increase of 10 g/m3 of PM10 is expected to be 
responsible for an increase of 1.1% in cardiovascular 
and respiratory mortality.

1.2 Meteorological monitoring under the EXPAH 
project 

Upper air and surface meteorological measurements are 
being collected in the metropolitan and sub-urban areas 
of Rome in order to get information on the climatology 
of the target area. In particular the correlation of PM 
and PAHs concentrations with the local meteorology 
and circulation is the objective of our study. The 
existing monitoring network has been extended with 
four stations located in the city of Rome and its 
surroundings. An intensive experimental campaign 
started in January 2011 in which at two of the four 
stations were added  ground based remote sensors. The 
first site, named Villa Pamphili, is located in one of the 
urban park of Rome, (North-west of the city). A Metek 
DSDPA-90 phased array SODAR-RASS was mounted 
in this station to measure wind and temperature vertical 
profiles. A Vaisala CL31 ceilometer was also running 
to get vertical back-scattering aerosol profiles to  
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retrieve the Planetary Boundary Layer (hereafter PBL) 
height and investigate the aerosol structures. The 
second station is set at the ISAC-CNR facilities, located 
at Tor Vergata in the south suburbs of Rome. Wind and 
temperature profiles are measured respectively by 
means of a SODAR and a MTP 5-P microwave 
radiometer. Complementary turbulence measurements 
are also carried out at both sites using sonic 
anemometers. The turbulence information is 
fundamental for dispersion models. The local 
circulation regimes around the city of Roma has been 
studied by different authors [2]. The local circulation is 
characterized by two prevailing circulations: land and 
sea breezes, and  drainage flows from the mouth of the 
Tiber valley. A strong seasonal dependence of the  
diurnal behavior of wind speed and direction were also 
found.

2. RESULTS 

2.1 Statistical analysis  
In order to characterize the urban site of Pamphili, a
statistical analysis of the wind velocity derived by 
SODAR between 40-400 m was made. The 
measurements, averaged over a period of 10  minutes, 
refer to the year 2011.  Figure 1 shows the wind rose 
for the entire year. The different colors represent the 
wind  occurrences (in percent units). Two prevailing 
wind directions are shown: NE and W-SW. For both the 
directions the distribution presents a peak 
corresponding at a wind speed of about 5 m/s, with the 
NE direction more frequent than W-SW one. Detailed
analyses indicate that these prevailing wind directions 
have a seasonal behavior as shown by the wind roses of 
Figure 2.   

Figure 1. SODAR wind rose at the Pamphili urban park 
of Rome during year 2011. 

The NE peak is observed during all the seasons (Figure 
2). During the summer (left lower panel of Figure 2) the 
occurrence is lower and the sector interested is 
narrower than during the other seasons. 

winter spring

summer autumn
Figure 2. Seasonal wind roses  for the same site and 
period of Figure 1.  

The presence of this peak is due , as shown in the paper 
by Petenko et al. [2], to a drainage flow from the Tiber 
valley.  The W-SW peak, which occurs in spring and 
summer, is due to the sea breezes which normally 
develop in this area. In order to characterize this 
behavior the measurements were grouped into four time 
intervals:  0-6; 6-12; 12-18; 18-24 LT. Figure 3 shows 
the corresponding wind roses.  Winds from NE are 
observed during both night and morning hours (upper 
and bottom right panels of Figure 3). The westerly 
winds are found instead during the warmest hours 
(bottom left panel) of the day confirming its sea breeze 
origin. The observations for the late afternoon evidence 
both the wind regimes, however a larger spread in the 
wind  distribution occurs.  

0-6 am 6-12 am

12-18 pm 18-24 pm
Figure 3.  SODAR wind rose for different time intervals 
collected at Pamphili urban park during year 2011. 

2.2 Detection of urban vertical structures by 
means of SODAR/RASS and MTP profiles  

The SODAR measurements in Rome evidenced the 
existence of a consistent wind rotation during the early 
morning hours for cloudless days and stable conditions, 
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in presence of an high pressure system. As an example 
Figure 4 shows this behavior for February 7th at the 
Pamphili urban park. More than 100 degrees of wind 
rotation from north to south is observed. The rotation 
starts from about 380 m on 0200 am LT and penetrates 
with time into the residual layer reaching the minimum 
height of 180 m at about 0700 am LT. This regime lasts 
up to about 1000 am when the heating of the sun 
removes its structure. A decreasing of the wind speed 
with height is observed during the same time interval. 

Figure 4. Wind profile structures detected at Pamphili 
urban park on February 7th, 2011. 

The potential temperature profiles measured by a co-
located RASS system (Figure 5), show the existence of 
a well defined stable layer with a  depth of about 160 m 
in correspondence of the layer characterized by the 
highest wind velocities. The low height coverage of the 
RASS did not allow to detect the height of the residual 
layer, which was instead evidenced at 400 m by the 
MTP 5-P radiometer as shown in Figure 6. The 
availability of  two temperature profiles might also be 
used to study the urban heat island effect in Rome. 

The facsimile recording of the SODAR located at Tor 
Vergata, for February 7th  is shown in Figure 7. The 
echogram confirms the presence of a very strong 
stratification in the low  atmosphere with a shallow 
stable boundary layer of 200 m depth, which decrease 
up to 100 m in the early morning. The correspondent 
nighttime SODAR wind profiles are shown in Figure 8. 
A wind rotation with height is detected also at this site 
from 0230 am LT up to about 0400 am, but with 
weaker intensity than the Pamphili site. This behavior 
indicates that the urban boundary layer might introduce 
some effects in triggering this process. Early morning 
profiles exhibit stronger northern wind in the first 150
m respect to the wind above, confirming a decoupling 
of the local flow. 

Figure 5. The RASS potential temperature profile 
measured at Pamphili urban park on February 7th . 2011. 

Figure 6. MTP-5P microwave radiometer temperature 
profile collected at Tor Vergata. 

Figure 7. Facsimile representation on February 7th ,
2011 given by ISAC SODAR located at Tor Vergata.  

Figure 8. Wind profile structures detected at Tor 
Vergata on February 7th ,2011 0000-0600 am LT. 

2.3 Backscattering aerosol profiles 
The effects of the wind field  and thermal structure on 
the vertical distribution of the aerosols can be observed 
in the signal provided by the Ceilometer located at the 
Pamphili site. Figures 9 and 10 show respectively the 
plot of the backscatter signal collected on February 7th

and the correspondent PBL heights as estimated by 
means of the gradient detection algorithm embedded in 
the Vaisala BLVIEW software. The backscattered 
signal confirms the presence of  a weak aerosol layer 
(dark green on Figure 9) which starts at 2 am from the 
upper part of the residual layer, penetrates progressively 
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in the stable layer and ends at about 1000 am in 
correspondence of the wind rotation mentioned above. 

Figure 9. Backscatter signal of the Ceilometer collected 
at  Pamphili urban park on February 7th, 2011. 

The southern winds present in the upper layers might 
bring some less polluted air from outskirt areas of the 
city. The PBL heights (Figure 10) exhibit a strong 
stable layer 120 m high topped by a residual layer 
which extends up to 500 m for the whole day, 
confirming the strong stability conditions for this day. 
  

Figure 10. Intensity of backscatter signal and PBL 
heights (dots) of the Ceilometer collected at  Pamphili urban 
park on February 7th, 2011.  

2.4 Surface turbulence measurements 
Both at Pamphili and Tor Vergata sites surface 
turbulence measurements were carried out.  Figures 11a 
and 11b show respectively the time series of sensible 
heat (H0) and turbulence kinetic energy (TKE) for 
February 7th 2011.  

a) b)
Figure 11. Sensible heat fluxes (a) and turbulence kinetic 
energy (b) collected at Pamphili (black dotted line) and Tor 
Vergata (black full line) sites on February 7th, 2011. 

The sensible heat flux measured at the Pamphili (black 
dotted line) shows negative values when the vertical 
structures mentioned above where detected. This
downward fluxes might also produce the decoupling of 
the local atmosphere, which in turns might affect the 
observed wind vertical structures. An analogous 
behavior is not detected in the suburbs area of Tor 
Vergata (black full line). Similar behavior is shown  by 
the turbulent kinetic energy which shows higher values 
at the urban site respect to the suburbs one.  

3. DISCUSSION AND CONCLUSIONS 
The complementary results provided by different 
remote sensors allowed to monitor the different features 
of the local atmosphere such as wind structures, PBL 
heights, thermal stratifications and aerosol vertical 
distribution. The long time serie of these measurements 
in the city of Rome have also made possible the 
identification of two prevailing wind regimes: one is  
linked to the drainage flows coming from the north of 
Tiber valley, the other is the sea-breezes circulation 
which develops in this area. 

Wind vertical structures were often observed at the 
urban site late in the night and in the early morning in 
coincidence of very stable and cloudless nights under 
high pressure conditions. Thermals, as well as, aerosol 
structures are well correlated with these events. The 
availability of remote sensing systems at different city 
sites, allows to identify the main pattern of the urban 
circulation. The wind vertical structure at the urban site 
of  Pamphili is generally more defined  than the one of 
Tor Vergata site (south of Rome). This means that the 
city of Rome exhibits an urban circulation regime 
which might be driven by the larger thermal circulation 
pattern.  
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ABSTRACT

The structure of the atmospheric boundary layer (ABL) 

during high-pollution episodes in Moscow region has 

been  revealed  by  means  of  sodars  and  microwave 

temperature  profilers.  The  episodes  were  identified 

from the data on the concentrations of NOx, SO2 and 

CO collected by the air-quality monitoring network of 

22 measuring sites. Few episodes of severe exceedance 

of  the  short-term  exposure  limits  for  one  or  more 

substances  at  several  locations were  identified during 

2010-2012. The corresponding parameters of the ABL 

were obtained from the data of routine meteorological 

measurements  and from the data of the ground-based 

remote sensing network. The network consists of three 

LATAN-3  Doppler  sodars  and  three  MTP-5 

temperature  profilers,  located  in  Moscow  downtown 

and in rural area.

The fine structure of the ABL recorded by the remote 

sensing  network  during  high  pollution  episodes  are 

analyzed. The bulk estimates of regional emissions are 

made for several species.  

1. INTRODUCTION

The short-range transport of pollutants from the source 

to the point of measurement is driven by the wind field 

and the intensity of turbulent mixing in the atmospheric 

boundary layer (ABL).

To analyze meteorological conditions for local-scale air 

quality  applications  one  has  to  estimate  pollutant 

concentrations at the lower 50 – 100m. The important 

features  of  the  layer  are:  small  vertical  variability  of 

vertical  fluxes of momentum and scalars (usually 10-

20%),  and  significant  variability  of  wind  velocity, 

temperature,  and  turbulence  intensity  [1].  The 

stratification  of  the  layer  strongly  influences  its 

pollution. A stable stratification suppresses turbulence 

preventing  the  mixing  of  the  polluted  and  clean  air 

masses,  whereas  unstable  stratification  intensifies  the 

mixing leading to decrease of pollutant concentrations 

from the surface  sources.  The sodar data provide the 

information  on  wind  field,  and  intensity  of  turbulent 

mixing in the ABL.

2. NETWORK FOR ABL MONITORING

Obukhov  Institute  of  Atmospheric  Physics  (IAPh) of 

Russian Academy of  Sciences together  with Physical 

Faculty  of  Lomonosov  Moscow  State  University 

designed an experimental network of the ground-based 

remote sensing for  monitoring of  ABL parameters  in 

the  Moscow  region.  One  of  the  main  goals  of  the 

activity was to acquire data on parameters  that  affect 

short-range transport and dispersion of pollutants in the 

region.

LATAN-3 sodars  [2] designed and produced in IAPh 

were placed at three sites: a) in the center of Moscow 

(IAPh), b) on the periphery of the city (MSU), and c) in 

rural area, 45 km West of Moscow at the Zvenigorod 

Scientific Station (ZSS) of IAPh. For this study only the 

data from IAPh and ZSS are used.

Surface  concentrations  of  various  pollutants  in  the 

region are measured by “Mosecomonitoring” network 

of automatic stations [3,4], arranged by the city council.

3. HIGH-POLLUTION EPISODES

Moscow  has  very  intensive  traffic  with  low  mean 

vehicle velocity and frequent traffic jams. This makes 

the traffic a major source of air pollution in the city. At 

neutral  or  unstable  stratification  of  the  ABL  or  at 

moderate to strong winds the pollutants are efficiently 

removed from the urban air basin. The stably stratified 

ABL  under  calm  conditions  is  shallow  and  poorly 

ventilated,  which  results  in  a  poor  air  quality  in 

Moscow. 

Under  conditions  of  a  low  pressure  gradient  or 

anticyclonic type of weather, the wind velocity is small, 

the  clear  sky  leads  to  maximum solar  radiation  that 

creates  favorable  conditions  for  photochemical 

reactions. In the absence of precipitation pollutants are 

not  washed  out.  Under  such  situations  primary  and 

secondary  pollutants  from  near-surface  sources  get 

accumulated in urban air, leading to fast increase of the 

surface concentrations, often up to hazardous levels.

Bellow we consider one of such episodes, occurred on 

March 24-26, 2012. 
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Figure 1.  Time  series  of  CO  and  NO 

concentrations for six automatic stations. March 24-

25, 2012. TLV stands for threshold limit value

Carbon monoxide (CO), and nitrogen oxides (NOx) are 

the  main  pollutants  generated  by  vehicles.  The  time 

series of the normalized CO concentrations for several 

urban sites of Mosecomonitoring network [4] indicate a 

similar pattern during the episode for both city center 

and  its  outskirts  (Fig.  1).  The  concentrations  of 

pollutants during the episode raised up to about half of 

their  Threshold  Limit  Values  (TLV)  for  short-term 

exposure. According to the Russian standards TLVs for 

CO and NO in residential areas are 5 and 0.4 mg/m3 

respectively [4].  Typically observed concentrations of 

pollutants at  the urban stations in Moscow are in the 

range  of  0.01—0.05  TLV.  The  episode  started  at 

around 20:00 on March  25 and lasted  for  6-8 hours. 

After  the episode the concentrations  returned  to  their 

typical levels.

The concentrations of NO indicate a similar behavior as 

those for CO. The maximum concentrations of NO (1 

TLV)  were  registered  at  the  same  site  as  for  CO 

(“Dolgoprudnaya”).

The  coherence  in  the  variations  of  the  pollutants 

concentrations at different sites indicate that the reasons 

causing such a behavior are common for the entire area 

of the megalopolis.

4. INTERPRETATION

The surface pressure maps for 00 UTC March 25, 2012 

show  that  Moscow  was  in  a  low  gradient  area  of 

pressure  field  (in  the  so-called  "ridge").  This  agrees 

with  both the sodar  data  and  the  data  of network  of 

meteorological stations (e.g. No 27612 at night and in 

the early morning of March 25, 2012 reported the clear 

sky, haze and 0–1 m/s wind.)

During the day time on March 24 even under the weak 

mean  horizontal  wind  the  urban  surface  layer  was 

efficiently ventilated by free convection. The updrafts 

of 1-2m/s and slightly slower downdrafts  detected by 

the sodar are  capable  of  mixing the pollutants  in the 

whole ABL, within less than half an hour.

The  concentration  increase  began  after  the  sunset 

around 19:00. At that time the rush hour is not over yet. 

After  the  free  convection  ceased,  the  stable 

stratification arose and the wind speed in the ABL did 

not  exceed  2m/s  (Fig.  2).  This  resulted  in  a  sharp 

increase of the surface pollutant concentration. 

The rural  station  (ZSS)  also  recorded  calm and very 

strong ground-based inversion during the episode. Thus 

the conditions were favorable for the accumulation of 

the pollutants at a substantial horizontal scale.

5. ESTIMATES OF EMISSION INTENSITY

The  data  on  the  near-surface  concentrations  together 

with the information from sodar network can be used to 

estimate the emission rates in the city.

Assume  that  at  the  maximum  of  the  surface 

concentration  of  the  pollutant,  its  emission  is  in 

equilibrium with the ventilation. For the whole city it 

means that for the period of time, in which the whole 

volume of the pollutant air over Moscow will be carried 

away through the city boundaries, the pollutant sources 

will  emit  the  same  amount  of  pollutants  (the  most 

simple balanced box model). The following parameters 

are assumes: the size of the city is about 50 km, the 

wind  speed  is  1  m/s,  and  the  mixing  layer  height  is 

200m. To simplify the estimation let us consider that 

the  pollutants  in  the  mixing  layer  are  distributed 

uniformly with height,  because they were well mixed 

by free convection. The overall volume of polluted air 

in the layer  is  approximately equal to 4*1011 m3. For 

such  approximation  the  volume  will  be  entirely 

replaced in 5*104 s (14 hours). For the episode of March 

25, 2012 the average CO concentration in the layer was 
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approximately  0.3  TLV  that  is  equal  to  5*0.3  = 

1.5mg/m3.  Then the  overall  quantity  of  this  pollutant 

exhausted during 14 hours into the city air basin will be 

approximately  equal  to  600  tonnes.  Being  converted 

into 1 square meter the intensity of CO sources will be 

about QCO ~ 6 µg/(m2s). Analogous estimation for NO 

gives the value QNO ~ 0.8 µg/(m2s) which is almost ten 

times lower.

To more accurate estimates a distribution of pollutants 

concentration with the height (up to zero value on the 

top boundary of the layer)  should be accepted. In the 

case  of  linear  law  the  estimates  of  pollutant  source 

intensity will be twice lower.

A significant  excess  of pollutant concentration at  site 

“Dolgoprudnaya”  (Northern  outskirt)  over  the  values 

measured  at  other  sites  at  night  March  24-25,  2012 

could be explained by the Southern wind in the lower 

200-m layer.

6. CONCLUSIONS

In the conditions of megalopolis sodars can provide an 

important  information  for  the  air-quality  evaluation. 

The  measured  vertical  profiles  of  wind  velocity,  its 

direction  and  vertical  velocity  together  with  the 

measurements  of  the  mixing  height  can  be  used  in 

dispersion models.

In some meteorological situations sodar data along with 

regional  pollutant  concentration  monitoring  network 

data  can  be  used  to  estimate  intensity  of  uniformly 

distributed surface pollutant sources.

Usually,  strong  horizontal  winds  purify  the  air  over 

Moscow  so  that  values  of  pollutant  surface 

concentrations  are  low.  Nevertheless,  in  anticyclonic 

and  analogous  meteorological  situations  a  strong 

vehicle traffic can cause the accumulation of pollutants 

near  the  surface.  Under  such  conditions the  pollutant 

concentration  can  exceed  the  threshold  limit  values 

within few hours.
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ABSTRACT 
Most of the known atmospheric radioacoustic sensing 
(RAS) systems are designed to measure the air 
temperature, which is functionally related to the 
velocity of sound in the medium. In the existing 
systems the sound velocity is determined according to 
the Doppler frequency shift of electromagnetic waves 
scattered at the sound premise. Therefore, signal 
processing methods of atmospheric radioacoustic 
sensing systems are designed as the Doppler frequency 
measuring devices and divided into methods that use 
frequency adjustment to provide the Bragg condition, 
and methods without frequency adjustment. The multi-
channel correlation processing scheme is used to 
estimate the Doppler frequency.  

 The frequency adjustment method needs a considerable 
amount of time for sensing. The method without 
frequency adjustment is characterized by a significant 
magnitude of systematic errors because it does not take 
into account the scattered signal energy dependence on 
the speed of sound and shape changing of radiosignal 
reflected from a sound premise.  

To eliminate systematic errors of measurement when 
multi-channel correlation processing scheme is used in 
channels it is necessary to form reference signals using 
a mathematical model of the scattering channel which 
determines a radiosignal shape dependence on the 
Bragg condition detuning if a radiosignal is reflected 
from acoustic premise. The Bragg condition detuning is 
functionally related to the velocity of sound and the 
reference signal energy depends on Bragg condition 
detuning.  

The Bragg condition detuning measurement and 
accounting of reference signal energy dependence on 
Bragg condition detuning give a possibility to receive a 
more accurate estimate of sound speed.   

1. THE SIGNAL PROCESSING METHODS OF 
ATMOSPHERIC RADIOACOUSTIC 
SENSING SYSTEMS 

In practice, the measurement process, carried out by 
some atmospheric radioacoustic sounding systems, is 
performed by applying the adaptation. Adaptation is the 

adjustment of the frequency of acoustic or 
electromagnetic signals to provide a zero value of the 
parameter of Bragg condition detuning 

02  se kkq , where ek  is the wave number of 

the electromagnetic oscillations and sk  is the wave 
number of acoustic vibrations [1]. This is due to the fact 
that under the condition of equality 0q , the Doppler 
measurements can be performed, because the frequency 
obtained in this case is exactly the Doppler and, 
consequently, in this case, you can use the usual 
technique of measuring and usual interpreting technique 
of the measurement results for finding the speed of 
sound and ambient temperature.  

Signal processing algorithms include the sound 
radiation frequency change (most often by hand). When 
the value of the frequency of sound is changing, and the 
radiosignal frequency is constant, it changes the value 
of Bragg condition detuning parameter. 

Frequency tuning is performed before the appearance of 
the maximum of the reflected signal or until the 
appearance of frequency coincidence of a sound signal 
with a Doppler frequency of the scattered signal. This 
approach stems from the fact that the condition of 

0q  is the reason of the amplitude maximum of the 
reflected signal and it is the reason of coincidence of 
the Doppler frequency shift of the scattered signal with 
the frequency of the radiated sound premise. 

Adaptation methods greatly complicate the system and 
the process of sensing and significantly reduce the 
efficiency of sensing, because the adaptation is carried 
out, usually in manual mode.  

A number of the other sensing systems determine the 
sound speed by the Doppler frequency shift of 
electromagnetic waves, scattered at the sound premise, 
without the frequency tuning of the sensing signals. 

Processing devices of such atmospheric radioacoustic 
sounding stations, regardless of the types of the used 
acoustic and electromagnetic sensing signals, are built 
as the Doppler frequency meters, and the theoretical 
model of processing devices, that are used in the RAS 
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systems, is the well-known multi-channel correlation or 
filtering scheme of informative parameter estimate. 
However, the results of measurements obtained with the 
use of such algorithms are accompanied by significant 
systematic errors: the obtained temperature of the 
atmosphere differs from the true value at 1-2 degrees 
[1]. 

2. THE REASON OF SYSTEMATIC ERROR 
To find out the cause of the obtained errors it is 
necessary to write the posterior distribution of the 
received signal information parameter x  [2]  






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
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


0
exp

N
Qx ,                   (1) 

where c   is the constant that determines the scale on 

the ordinate, 
T

cx dtxtuQ
0

2 ),(  is the signal energy 

at a given value of the message x . A mixture of useful 
signal and noise at the input of processing and 
reproduction device of an informative parameter is 
represented as  

)(),()( tuxtuty nc  ,   (2) 

where ),( xtuc  is the signal of arbitrary shape which is 
known in the place of reception exactly, except for the 
unknown informative parameter x  with a priori 
distribution )(xP , )(tun  is the Gaussian independent 
stationary additive white noise with known spectral 
density 0N . 

For a broad class of location problems (including 
problems of velocity measuring of objects on the 
Doppler frequency), it is assumed that the signal form 

)(ty  does not differ from the shape of the reference 

signal ),( xtuc , and the value xQ  is assumed 
independent of the informative parameter. In the 
formation process of the required estimation the value 

xQ  is not taken into account and it is included in the 

constant c  . Similar processing procedures are 
implemented to estimate the sound speed according to 
the Doppler frequency at the RAS systems. However, in 
reality, in the atmospheric RAS systems this condition 
is not performed. First, the scattering of radio waves on 
the sound is frequency-dependent: the level of the 

scattered signal xQ  depends on the sound speed, 
which is necessary to evaluate. Secondly, the scattering 
on the sound significantly changes the structure of the 
emitted signal, which acquires additional amplitude-
angular modulation [1]. 

3. ELIMINATION OF ERROR 
To eliminate systematic errors it is necessary to 
consider the signal shape change, when it interacts with 
acoustic oscillations. Using the scattering function (3) 
[3], the shape of the scattered signal can be determined.  

  



rdrjqrSrrEqrF exp)()2(),( *    (3) 

where se kkq  2  is the parameter of the Bragg 

condition detuning, sss cfk /2  is the wave 

number for sound, cfk ee /2  is the wave number 
of electromagnetic wave, r  is the signal shift in the 
coordinate "distance", )2( rrE   is the space 

envelope of the radiosignal, )(* rS   is the space 

envelope of the acoustic signal, sf  is the frequency of 

the acoustic signal, ef  is the frequency of the 
electromagnetic signal. 

As for the information parameter it is necessary to use 
the parameter of the Bragg condition detuning q  which 
is functionally related to the velocity of sound (4). 

qcf
fc s

s 



/4

2
,           (4) 

Forming the reference signals, it is necessary to take 
into account the generated signal energy dependence 
from q . 

Thus, the signal processing device eliminating the 
systematic error (Fig. 1) must be a circuit consisting of 

the N  correlators, where the reference signals )(* qF  
are the vibrations that is generated according to the 
scattering function. 

The values of the correlation integrals are calculated 
between the received signal )( my qF  and the 

reference vibration set )(* qF . Further, the values of 
the correlation integrals are corrected by subtracting 
from the corresponding output value the corresponding 
value xQ  determined by the energy of the reference 
signal of the corresponding correlator. As a result, if the 
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parameter of the Bragg condition detuning of the 
received signal, for example, is equal to zero, the 
correlator output signal is formed such as shown in 
figure 2, if you use signals with a rectangular envelope. 

 

 
Figure 1. The signal processing device scheme without 
systematic error 

 
Figure 2. The output signal of the correlator after correction 
when the Bragg condition detuning of the received signal is 
equal to zero. 

The output signal is described by the expression (5) 

xmm QqqFqqZ
2
1),(),(  ,    (5) 

where  
T
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* ),(),(),(  is 

the cross-correlation function of the input signal and 

reference signal,  
T
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* ),(
2

 is the energy 

of the reference signal. 

The decision about the value of the estimated parameter 

mq  is taken at the higher values obtained after 
correction. 

To evaluate the potential accuracy of the atmospheric 
parameter estimation by proposed algorithm it is 
necessary to compute the standard deviation (SD) of the 
Bragg condition detuning estimation from the Bragg 
condition detuning true value. Because in the proposed 
algorithm the evaluation of sound speed carried out by 
the energy parameter q , the standard deviation is [4] 
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where ),( 21 qqS  is the signal at the output of the 
optimum receiver (signal function). The signal function  
is a cross-correlation function of the input signal and 
the reference signal with different current values of the 
parameters 1q  and 2q . 

CONCLUSIONS 
In the report we have considered the signal processing 
algorithms used in radio acoustic sounding systems and 
analyzed defects of these algorithms. Optimal signal 
processing algorithm which eliminates the find defects 
is synthesized.  

Reference signals for multi-channel correlation circuit 
according to the algorithm are formed in accordance 
with the influence, which is subjected to the signal at an 
acoustic radar channel. These reference signals are 
formed due to the scattering function. 

The estimation of the sound speed in the proposed 
algorithm is performed out by the energy parameter, so 
the values of the correlation integrals in multi-channel 
scheme are corrected in accordance with the energy of 
generated reference signals. 
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ABSTRACT 
At the report it is performed the comparative analysis of 
the methodological and instrumental errors in recording 
of vertical profiles of air temperature by the atmosphere 
RASS instrumentation for the Doppler and correlation 
methods of the signal processing scattered. It is shown 
that the correlation processing method provides higher 
instrumental accuracy of the temperature measurement 
than the Doppler. However, the correlation processing 
method complicates the signal processing device and 
increases the number of the meteorological variables, 
which shaping methodological errors. 

1. THE REGISTRATION ERROR OF AIR 
TEMPERATURE PROFILE BY THE 
DOPPLER METHOD  

The Doppler method for detecting of the vertical air 
temperature profiles based on the speed measuring of 
the acoustic wave package in the atmosphere. Acoustic 
speed is related to temperature by the expression [1] 

                   ,VTaCs                               (1) 

where T - is the absolute air temperature, V  - is the 
wind speed projection on the sensing direction, a  - 
coefficient for dry air depending on the composition of 

air, , 2/110789,20   Ksma . 

Evaluation of instrumental mean square error of the air 
temperature measurement by the Doppler radar 
performed by conventional circuitry, is performed 
earlier, the error of this kind depends on the stability of 
the frequency characteristics of the probing equipment 
and when the signal/noise ratio is not less than 10 is 

KT 3,025,0  . In some experiments the 
registration error of the air temperature vertical profiles 
by the Doppler method which is used in the 
radioacoustic sounding systems (RASS) of the 
atmosphere and by the staff gauges was properly 
investigated. The staff gauges were taken as a reference 
and were available on 13 balconies of high-rise 300-
meter meteorological masts of the Experimental 
Meteorology Institute (Obninsk). Depending on the 
meteorological conditions, the mean-square deviation 
of the comparative measurements results were (0.1 - 
0.5) K. Note that the obtained values of standard 

deviations include the methodical errors, which are 
caused by the influence of humidity and by the 
presence of vertical air flow (it is additionally changes 
the sound speed in the atmosphere). Methodical errors 
are also caused by the fluctuating nature of the received 
radio signals and the design antennas spacing of the 
radio channel.  

The altitude variation existence of the air temperature in 
the atmosphere, which is especially noticeable in the 
boundary layer, leads to the violation of the Bragg 
condition. The violation of the Bragg condition leads to 
the following effects: the intensity of the scattering 
from the pack of acoustic waves radio waves decreases 
and the intensity decrease leads to the decrease in signal 
/ noise ratio at the output of the radio receiver, 
especially when the package has a great length; the 
Doppler frequency shift of the received signal does not 
coincide with the frequency of the sinusoidal filling of 
probing acoustic package, the registering error of the 
temperature profile at the points, where the Bragg 
condition is violated, can reach 1-2 K. 

The experimental study of the registration error growth 
of the air temperature profile as violation of the Bragg 
condition is shown that the error variation along the 
profile can be described by the tangent of the curve 
with the its minimum value at the altitude, where the 
Bragg condition is performed exactly. 

2. THE REGISTRATION ERROR OF THE AIR 
TEMPERATURE PROFILE BY THE 
CORRELATION METHOD 

By using the correlation method of the air temperature 
vertical profile registering the velocity of acoustic 
package in the atmosphere can be found by the formula 
[2] 

    qcffC ss  /4/2 ,        (2) 

where sf is the sinusoidal fill frequency of the acoustic 

package, f is the radar working frequency, c  is the 
propagation velocity of radio waves, q is the parameter 
of the Bragg condition detuning. 

Using (2), we can find an expression for the air 
temperature calculating. It is 
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     2/4/2, qcfafKT s  . (3) 

In the formula (3) we takes into account the expression 
(1), and it is assumed that the vertical component of 
wind velocity can be neglected because that is much 
lower then the speed of sound. After the experimental 
evaluation completing of the q  detuning parameter  
across the road-sensing you can register the vertical 
profile of air temperature. 

The relative mean square error of air temperature 
calculation by the expression (3) can be written in the 
total error equation form (when the error sources are 
uncorrelated), in which the partial derivatives with 
respect to all parameters is: 

;/8/ 222 baffT ss               

cbaffT s
322 /16/  ;           

;/16/ 222 cbffcT s        

;/4/ 3abfqT s                  

2322 /8/ bafaT s ,          

./4 qcfb                  (4) 

To estimate the relative mean square error of air 
temperature it is necessary to specify the parameter 
values which are included in the expression (4). For 
example, used in a series of comparative experiments, 
the 10-centimeter RASS had the following parameters: 

6800nf Hz, 9103f Hz, 8103 c m/s, 

2/110789,20   Ksma , 5,0q , 1,125b  
m-1. 

The values of influence coefficients in (4) in this case 
are as follows: 

;105,8/ 2 sfT ;1072,5/ 14 fT   

;1093,8/ 9 cT ;102/ 3 qT   

.1023/ 2 aT       (5) 

Analyzing the results (5), it is necessary to say that the 
frequency uncertainty of the probing sound, humidity 
uncertainty and detuning parameter uncertainty have a 
greatest influence on the mean square error of air 
temperature measurement. 

The sound frequency is formed by the technical devices 
of the sensing system and its stability can be achieved 
by using of the required stabilization methods. 
Humidity is a physical parameter of the atmosphere, 
details about which can be obtained in various ways (by 
synchronous measurements, model calculations and 
others). In some cases, for example, when the 
atmospheric boundary layer sensing is performed, the 
humidity can be adopted as a constant. The q  
parameter is the unknown quantity. 

The majority values of the relative mean square error of 
the parameter measurements, which are included to the 
equation (4), can be evaluated by known methods: 

121015/  ss ff , 16103,0/  ff ,  

410/  aa  and 6105,0/  cc .        (6) 

We do not have a common method of estimation error 
calculating yet, because, in fact, this quantity can not be 
measured, it is estimated by the correlation integral 
maximum obtained by the reference voltage 
multiplying by the real output voltage of radio receiver, 
which receives a signal from a given sensing height. 
The reference voltage is formed in accordance with 
some q  value. 

One place to start might be the error determination 
method coming from the opposite: at first you must ask 
the temperature measurement error that satisfies the 
specific requirements of meteorological practice (type 
of forecasting, scientific researches of the atmosphere 
physics, air pollution control, etc.). Next, it is necessary 
to find the resolution of the Bragg condition detuning 
parameter q  and it is necessary to find the grade 
number of Bragg condition detuning parameter N . 
The last step of this procedure is the finding of the q  
magnitude determining error. In this case, as usual, you 
must separate the methodical and random components 
of error. 

The random component of q  determining error 
depends on the playback of the reference voltage and it 
depends on the level of output voltage of a radio 
receiver at the input of the correlator, which 
corresponds to the scattered signal, which is received 
from a given height. In this case we must assume that 

qq   ( q is the q definition error) and 
TT  . 

Now we consider the role of the radio receiver in the 
formation of the error of the q  detuning parameter 
definition. The main parameter that determines the 
accuracy of the q  parameter fixed is the signal / noise 
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ratio. We know, for example [3], that the power 
estimation of a random signal, when the correlation 
processing is performed, can be performed with an 
error of 10% when the signal/noise ratio is 10 dB. The 
received signal power P  depends on the Bragg 
condition detuning parameter q . The received signal 
power dependence on Bragg condition detuning is 

described by the exponential form  2qe   [1]. 
Bypassing the intermediate steps, we can write 

q
q

 

2

3ln4
1







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P
P

P
,         

The Bragg parameter determining error strongly 
depends on the value of the received power and 
accuracy of its measurement. For the 10-centimeter 
RASS, which is used in comparative experiments, the 
level of the received power, which provides the 
acceptable accuracy of temperature measurements, lies 
in the 10-12 ... 10-14 W, or about 1 mW. Then  

2104,1/  qq ,          (7) 

Including (7), the relative mean square error of 
temperature measurement (note, instrumental), when 
the correlation processing is performed, is 

5103/  TT , and the relative mean square error 
of the air temperature measuring in the standard 
atmosphere is KT 01,0 . 

Consideration of methodological error sources we start 
with the error, which depends on a given resolution of 
the vertical temperature profile recording in layers 

T . It should be borne in mind the possible values of 
the vertical gradient of air temperature in the real 
conditions of sensing, the average value of this quantity 
for the standard atmosphere is 62,0 K/100 m. In 
some cases, for example, when the breeze cells are 
appeared, the values of the vertical gradients can reach 
1-2 K in the 100 meters. The maximum resolution of 
temperature measurement is necessary to the 
determination of vertical gradients of the refractive 
index for radio waves in the centimeter wavelength 
range. The vertical spatial resolution for temperature 
measurement is within 3025R m. It means that 
to the reliable determination of the values of the vertical 
refractive index can it is necessary to provide T = 
0.25-0.3 K. 

Very important issue, when the correlation method of 
the temperature vertical profile recording is used, is the 
number of gradations of the Bragg detuning parameter, 
which is required for the given resolution providing of 

the temperature, and the number of the correlation 
reception channels. 

Depending on the number of wavelengths in the 
probing acoustic package, the range of q  values (in 
other words, the width of the main lobe of the function 

  ,/sin 2xx  which determines the significant Bragg 
scattering) is [-1.8, 2.2] for 10n  and it is [-0.0018 , 
0.0022] for 100n [1]. If we assume that 10n and 

1,0q , the number of gradations N  will be 40 and 
the temperature change T  will be K39,1 . The 
obtained value of the temperature resolution casts doubt 
on the possibility of the effective atmosphere sensing 
by using the correlation processing method of the 
received signal, when the control of the atmospheric 
boundary layer by RASS is performed. 

To provide the necessary resolution, when the 
atmospheric boundary layer sensing is performed, it is 
necessary to provide the condition 05,0q . Then 
the resolution T  is K2,0 . Consequently, to 
implement this temperature measurement resolution by 
using the correlation method it is required 80 channels 
for the signal received processing. In comparative 
experiments on the sounding of the atmosphere in short 
and long acoustic packages we have found that by using 
long packets the fluctuations of the received signals are 
significantly increased and it did not relate to the 
fluctuations of the parameter q . 

In determining the systematic error should also be noted 
and a number of physical factors existing in the 
atmosphere (the horizontal wind, vertical gradient of 
meteorological parameters, turbulence, the energy 
absorption of sound, etc.). These factors do not cause a 
change in setting q , but their effect on the acoustic 
package reduces the signal power P , and as a 
consequence, the determination of the error q . 

To determine the methodical error it is necessary to 
note the number of physical factors existing in the 
atmosphere (the horizontal wind, vertical gradient of 
meteorological parameters, turbulence, the energy 
absorption of sound, etc.). These factors do not cause 
the change of q  parameter, but their effect on the 
acoustic package reduces the signal power P  and, 
consequently, this leads to the determine error. 

The methodological errors that arise due to the lack of a 
priori information about the meteorological quantities 
and atmospheric processes in various sensing 
conditions by using different types of signal processing 
can be reduced by the involvement of relevant 
information received either from the respective 
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meteorological sensors or from data of model 
calculations. This approach was used to study the 
possibilities of Doppler methods, when the 
experimental probing of the atmosphere in real weather 
conditions and the air temperature profile registering at 
different stages of the existence of warm fogs on the 
border of the land-sea are performed. 

CONCLUSIONS 
Our analysis allows the following conclusions. 

1. The instrumental error of the air temperature 
measuring by using apparatus RASS, which is based on 
the using of the correlation processing of received 
signals, is lower than if we use the Doppler processing, 
but the correlation processing device needs to be made 
more complicated (in particular, the correlation 
processing device needs the number increasing of 
channels). 

2. When the correlation signal processing is performed, 
the amount of the atmospheric variable factors in height 

is significantly increased. The atmospheric variable 
factors form the recording methodical error of 
temperature profiles. The recording methodical error of 
temperature profiles requires the further researches. 
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ABSTRACT 
Wide application of sodars for ecological needs in cities 
is restrained now generally due to their high acoustic 
nuisance.  

Methods and principles of the antenna system 
construction for mono-static city sodar are considered 
from the position of meeting the requirements of 
acoustic ecology with respect to city area 

Particular attention has been paid to the development of 
rational design of hybrid horn-reflector acoustic 
antenna with phased array of piezoelectric transducers. 
Thereto the computer simulation has been performed by 
means of 3-d antenna system FE model to determine its 
vibration characteristics.  

We have considered the acoustic characteristics of up-
to-date construction and sound-absorbing composite 
materials and have justified their selection on basis of 
the criterion of efficiency-cost. 

To adapt to the horizontal wind the sodar receiving 
pattern it has been set wider than the radiation one. To 
this effect the diagram formation functions for 
receiving and radiation are separated between the 
phased array and the guide horn. 

Reduction of far-out sidelobes to the level of -60 dB is 
achieved at the expense of additional acoustic 
enclosure, structurally related to the guide system of the 
hybrid acoustic horn-reflector antenna. The level of 
near-in sidelobes additionally reduced by forming 
aperture tapering for receiving and radiation modes. 

Separation of the piezoelectric array with the functional 
basis is allowed to reject the antenna switch, to reduce 
the "dead" zone of the sodar and to improve the noise 
characteristics of the receiving channel. 

The paper presents data on experimental verification 
the directing properties of the developed noise-
protected sodar antenna.  

1. FEATURES OF SODAR ANTENNAS 
OPERATION   

The efficiency, innocence of used acoustic radiation, 
and small cost of sounding equipment have, however, 
an essential antipode – noise pollution originated from 

sodar working. It is necessary also to take into account 
surrounding noise affecting on sodar and restricting its 
efficiency. The complicating circumstance here consists 
in the use of the audible sonic range which is practically 
coincided with the auditory human sensitivity. This fact 
causes restriction of using sodar in cities and in 
populated areas at all. It is connected with the irritating 
effect on a man by emitted sounding parcels acting 
from non-working directions of a sodar antenna (along 
its far sidelobes, usually close to 90º in relation to the 
main lobe). 

A level of side lobe suppression, as well as of own 
acoustic unwanted radiation, for modern monostatic 
sodar antennas usually averages -30..35 dB at the angle 
close to 900 with respect to the horizontal, according to 
[1]. For using in city it cannot be considered as 
sufficient because the parasitic acoustic radiation 
remains considerable and comparable by the level with 
a loud speech or shout, what is inadmissible according 
to sanitary codes and requirements of acoustic ecology 
[2] especially at night. 

In our opinion, a reserve of this parameter improvement 
consists in the account of dynamic properties of the 
sodar acoustic antenna design as a mechanical system.    

It is possible to single out four approaches in the 
direction of the problem solution:  

 reduction of a value of the disturbing force ; 
 increasing of walls damping properties; 
 tuning out frequencies of the resonance; 
 providing such a shape of the resonant 

fluctuations, which down to the limit is 
orthogonal to the disturbing effect. 

2. SODAR ANTENNA MECHANICAL 
RESONANCES  

Taking into account that the correction by the first item 
is connected with both the deterioration of the antenna 
qualitative indices, the increase of the walls damping 
properties is finite and usually realized at the maximum 
possible level, so the latter two items take on special 
significance. They were not taken into account till now 
when designing and developing acoustic antennas 
intended for sodar and the radioacoustic equipment. 
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The factors causing occurrence of mechanical 
resonances of a sodar antenna are connected with the 
pulse mode of its functioning.

The program of the computational research of 
mechanical resonances included the following stages: 

1) calculation of the strained state at static loading;
2) computation of the natural vibrations spectrum and 

corresponding natural modes;
3) definition of possible resonant modes;
4) estimation of vibration amplitudes at the modes. 

In order to solve the task, the finite-element method has 
been used [3]. The feature of this method is that the 
required unknown functions describing its strained state 
are defined only at some points of a solid body, at so-
called nodes. After dividing into finite-elements, the 
task of these deviations as functions of spatial
coordinates is replaced by the equivalent task of finding 
these function values at the finite number of solid 
elements, that is at nodes. 

According to the results [4] of natural frequencies 
computation, for sodar antenna horn-reflector antenna,
it turned out that the second natural form is multiple to 
the repetition rate of sounding parcels. Therefore, 
occurrence of the superresonant mode with the
amplitude of not less than the static deflection 
amplitude is possible. Arising infrasonic the antenna 
oscillations at influence very negatively upon the 
cardiovascular human system and it can lead to 
development of hypertensive disease. Natural 
frequencies spectrum analysis close to the working 
frequency have shown that natural frequencies are 
situated very compactly. For example, at the working 
frequency equal to 2.6 kHz there are 38 natural 
frequencies close to it. Exact coincidence (at the most 
dangerous multiplicity equal to unit) with the working 
frequency of the antenna shows the frequency of natural 
fluctuations # 767 (figure 1) that results in occurrence 
of the resonant mode. 
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Figure 1. View of 767-th natural oscillation form of the 
sodar antenna directing system.

The proposed approach to studying the possible causes 
of spurious radiation occurrence for sodar antennas is 

based on the analysis of the natural frequencies 
spectrum and on the assessment of chances of 
excitation resonant operating modes for a given part of 
a design. Any sodar antenna design can be tested for the 
presence of resonant modes at its working frequency 
with the subsequent tuning out from them by changing 
mechanical parameters of the design. Estimation of 
absolute values of amplitudes for resonant oscillations 
with an error of about 20%, can be made by application 
of static loading from sound pressure upon the area of 
the radiating walls restricted by nodal curves. 
Calculation of their exact values is possible when 
carrying out the numerical research of the forced 
oscillation of the design subject to internal energy 
losses of oscillations. 

For estimation of the acoustic antenna far sidelobes 
distortion caused by coincidence of emitted sound 
frequencies and frequencies of mechanical resonances 
in the antenna construction it is possible to apply, 
known electro-acoustic analog method. The antenna 
radiation pattern is represented as a sum of the horn 
direction diagram without mechanical oscillations of its 
case and the direction diagram of an acoustic radiation 
of a solid with external dimensions of the horn having 
surface mechanical motions like it is shown in figure 5.

The sodar horn antenna pattern with the unperturbed 
case is computed with electrodynamics methods taking 
into consideration that E-type electromagnetic waves 
correspond to sound tubes waves, and that Н10 wave in 
Е-plane horn creates the diagram in Е-plane, in 
accordance to [5], with the help of its electric 
component – Е00 wave. Acoustic radiation of the solid, 
can be considered as electromagnetic radiation of a 
hollow dielectric tube, whose diameter considerably 
exceeds a working wavelength. Such a dielectric 
antenna is practically undirected. Therefore the radiated 
power falling on walls of the basic sodar antenna horn 
during sounding acoustic parcels emitting, after partial 
sound absorption by wall material, is almost uniformly 
distributed in external space. Radiation created in such 
a way is similar to the evenly heated solid with the 
spatial distribution similar to Lambert’s diagram. 
Calculations carried out on the basis of the proposed 
procedure show that acoustic radiation at angle of 90
to the axis of the basic acoustic horn, caused by the 
antenna mechanical resonance at the sound pressure 
upon internal walls about 100 dB is comparable to 
acoustic radiation in the same direction on the sidelobe 
of this antenna without mechanical resonance. 

3. SODAR ANTENNA DESIGN 
The special importance of the antenna system in the 
sodar chart results from its cost part in the total price of 
standard sodar assemblage. Thus, according to our price 
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analysis of current sodar techniques, the price 
constituent of sodar antenna approaches a half of its 
overall system cost. Note should be taken that technical 
features of sodar in general and its noise protective 
properties in particular are determined by 
characteristics of the acoustic antenna system.

It is possible to improve significantly the value of the 
signal-to-noise at the output of the acoustic antenna by 
using piezoelectric acoustic transducers, instead of 
electromagnetic ones. Figure 2 shows the frequency 
responses which we obtained for piezoelectric 
transducer MPT-165, as well as the frequency 
dependence of urban daily noise [6]. In addition to the 
high values of efficiency and sensitivity, this transducer 
has another useful feature – its dead band coincides by 
frequency with the maximum of ambient noise.

Just this type of transducers we have chosen for 
construction the acoustic phased antenna array. Be 
guided by our experience in the development of 
acoustic phased arrays [7], we studied a group of 15 
transducers and found that the phase differences do not 
exceed the permissible value of 120 for selected 10 
specimens. 
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Figure 2. Capabilities of piezoelectric transducer MPT-165

The design of the developed acoustic hybrid antenna 
explains by its overall view in figure 3. The active 
phased array is placed in an upright position preventing 
horn piezoelectric transducers from ingress of water 
and different waste particles. Redirecting of the array 
radiation from the horizontal position to the vertical one 
is performed by a flat reflector mounted at the angle of 
450 to the main optical axis of the array. There is 
mounted the diffraction cap with acoustic absorber
along the perimeter of the antenna aperture. Horn 
directing system has inner acoustic absorber coating too 
to produce a tapered distribution of radiating acoustic 
intensity in the aperture. The directing system of the 
designed sodar antenna is constructively combined with 
external soundproof shell by the use of elastic 
antidrumming bridges. Such a double-walled 
construction of the antenna has improved its noise 
protection up to 30 dB. Mounting base provides tilt 

angle of the antenna up to 900 in order to work in an 
inclined position, and for maintenance.

Diffraction cap

Sound absorber

Inner shell
(directing system)

Outer shell

Sound insulator

Insulation bridge

Phased array

Drainage

Reflector support

Electronic module

Antenna base

Axial section 

Figure 3. City sodar antenna construction

The placement of individual transducers in the array is 
illustrated by figure 4. Horn piezoelectric transducers 
(“a” ÷ “u”) operate in the mode of radiation acoustic 
parcels, and transducers (“v” ÷ “y”) are receiving 
elements and they operate in the microphone mode. 
Such a structure of the phased array ensures of different 
directivity patterns for radiation and reception, thereby 
it is minimized power losses of echo-signals due to 
wind influence at the scattering cross-section [8]. 
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Figure 4.  The principle of transceiving acoustic phased array 
construction.

Complex passive noise protection measures to the 
antenna includes the selection of construction materials 
such as Alucobest composite panels with high sound-
insulation value, the choice of elements form, their 
thickness and methods of attachment which eliminate 
the resonant modes of the antenna construction. 
Impedance coating is made with “Isolon” sound-
absorbing material. As a result, the developed acoustic 
antenna [9] insures the suppression of far-out sidelobes 
up to -70 dB. External view of developed experimental 
noise-protected acoustic antenna for a mono-static city 
sodar working at frequency of 3.0 kHz is shown in the
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figure 5. The resulting experimental and calculated 
radiation patterns of the designed antenna are shown in 
the figure 6. 

Tilt axis 

Array cover plate 

Small horn 

Rotatable base 

Sound absorber 

Main horn 

Figure 5. Appearance of the developed city sodar antenna.

In order to reduce the level of intra-system noise we 
have used the original scheme of the 
transmitter/receiver antenna array with the separation of 
piezoelectric transducers by the emission and reception 
of acoustic parcels. Circuitry from a traditional antenna 
switch on the acoustic receiver input it is retained the 
protection node against probable voltage overloads. 
Functionally important here is (used after preselecting), 
the summation four transducers output signals to 
achieve double increasing of the signal-to-noise ratio.
These measures of noise suppression and protection for 
the designed SODAR antenna permit us to consider it 
as really noise-protected.

Experimental receiving pattern 

, deg 

half power level

Experimental radiation pattern 

Сalculated radiation pattern Сalculated receiving pattern 

Figure 5. Directional diagrams of the developed acoustic 
antenna.

4. CONCLUSIONS 
The main factor that limits the efficiency of any sodar is 
external acoustic noise and creating by working sodar 
the annoyance factor. This restriction removing 
requires, first and foremost, the development of special 
noise-protected acoustic antennas.

Usage of the hybrid type horn-reflector with 
transducers phased array sodar antenna system, with 
functional separation of acoustic piezoelectric 
transducers, equipped with inner sound-absorbing 
coating and the directing system which is constructively 
combined with external soundproof shell by the use of 
elastic antidrumming bridges, allows us to develop the 
effective sample of modern low-cost acoustic noise-
protected acoustic antenna.
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Continuous and automatic measurement of atmospheric 
structures and aerosols optical properties with R-Man510 

nitrogen Raman lidar 
A. Bizard1, P. Royer1, L. Sauvage1, M. Boquet1, L. Thobois1, M. Renaudier1, B. Bennai1 

¹ Leosphere, 16 Rue Jean Rostand, 91400 Orsay, France (abizard@leosphere.fr) 

Introduction: 

This ash component in the troposphere 
poses a variety of hazards to humans and 
machinery on the ground, as well as 
damage to aircraft that fly inadvertently 
through ash plumes. To mitigate such 
hazards, a combination of surface 
observations, satellite remote sensing, and 
aerosol dispersion model predictions are 
currently relied on. However, atmospheric 
clouds can obscure eruptions, and after 
initial transport and dispersion the volcanic 
plume will become too diffuse to be 
detectable using available satellite 
techniques.

Nitrogen Raman lidars R-Man510 (ground-
based lidars) offer the opportunity to 
detect aerosol particle and retrieve 
independently particle extinction and 
backscatter coefficients contrary to 
Rayleigh-Mie lidars that require an 
assumption on aerosol type. The use of a 
cross-polarized channel gives additional 
information on aerosol depolarization ratio 
which enables the identification of aerosol 
type. 

We will present here the first results 
obtained with this new commercial lidar 
system at Orsay (48°N, 2°E), FRANCE.

Instrumental set up: 

A new compact and light nitrogen Raman 
lidar (R-Man510) has recently been 
developed by Leosphere company. This 
UV-lidar system is based on a low energy 

diode pumped Nd:YAG laser at 355 nm for 
elastic channel and 387 nm for Raman 
channel. Measurements are typically 
performed with a vertical resolution at 15
m and a temporal resolution between 30 
seconds (for elastic channel) and 10 
minutes (for Raman channel). The figure 1 
shows the parallel-polarized channel at 
355 nm, the cross-polarized channel at 
355 nm and Nitrogen Raman channel at 
387 nm. 

 
-a- 

 
-b- 

 
-c- 
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Figure 1: (a) parallel polarized channel at 355 nm,
(b) cross polarized channel at 355 nm and (c) 
Nitrogen Raman profile at 387 nm  

Table 1 presents a technical description of 
lidar systems R-MAN510. 

TECHNICAL

Laser source Nd: Yag 355nm – diode 
pumped

Detection channels

-Parallel & cross polarized 
channel @ 355 nm

-Nitrogen Raman channel 
@ 387 nm

Acquisition type Analog and photon-
counting on each channel

Power supply 100-240V AC/ 50-60 Hz

Electrical consumption 300W to 600W (in 
maximum heating mode)

Dimensions and weight
Dimensions (mm) : H1150 

X L800 x W650 
Weight(kg): 105kg

Table 1 : R-MAN510 technical spec 

Data Processing: 

The range-corrected signal Sk (corrected 
for the sky background, the solid angle 
and the overlap function) measured at 
wavelength  k and at altitude z with a 
vertically pointing lidar can be written 
under the form (Measures, 1984):

Using the three channels and lidar 
equation, an algorithm has been 
implemented to provide automatically both 
qualitative and quantitative information of 
the atmosphere. 

In first, the planetary boundary layer (pbl)
is retrieved with a 2D method. The 
gradient image of the elastic channel 
gives, with a new threshold method, an 
estimation of atmospheric boundary layer 
height and residual layer height. Figure 2 
shows an example of final result of the pbl 
estimation. 

 
 
Figure 2:  Pbl detection with 2D gradient method:                     
2012-03-12

The next step is to retrieve base and top of 
layer detected on elastic channel. The 
method is based on an automated 
gradient detection using attenuated 
backscatter ratio. The ratio of the peak 
signal to that of the layer base 
approximates the magnitude of particle 
backscattering at the altitudes of the peak 
signal. Because most clouds are 
considerably denser than aerosols at the 
same altitude, a preselected value for this 
ratio can distinguish these layers. Figure 3 
shows an example of layer detection. 

 
-a- 

 
-b- 

Figure 3: (a) parallel polarized channel at 355 nm,
(b) Cloud & aerosol mask 

Boundary layer 
height 

Residual layer 
height 
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In order to retrieve atmospheric 
parameters in layer detected previously 
(pbl, aerosol and cloud) and to optimize 
their classification, a mean value of the 
aerosol extinction-to-backscatter ratio in 
each layer detected, hereafter called the 
lidar ratio (LR), are evaluated using both 
the elastic and the Raman backscattered 
signals together. The LR is retrieved as a 
regularized solution of a first-kind Volterra 
integral equation. Figure 4 presents a 
Nitrogen Raman profile with Tikhonov 
regularization used is the automated 
algorithm. 

 
-a- 

 
-b- 

Figure 7: -a-: Nitrogen Raman profile and -b-, Lidar 
ratio retrieved by Tikhonov regularization 

If the Raman signal is not available, an 
alternative approach has been developed 
to retrieve a mean value of LR. This 
dichotomous algorithm is based on the 
inversion of the elastic lidar signal with a 
klett method using AOD constraint. The 
layer must be located between two 
molecular areas. Finally if these two 
methods are not available, a look up table 
is used to assume a LR value.  

Using elastic channel and LR value 
(retrieved previously), a profile of 

extinction and backscatter is determined 
with a klett inversion. Figure 5 shows a 
sample of extinction and backscatter 
images. 

 
-a- 

 
-b- 

 
-c- 

Figure 5: (a) Extinction, (b) backscatter and -c- 
backscatter ratio profiles in layers detected. 

The last step is to determine the linear 
volume depolarization ratio      and the 
linear particle depolarization ratio     .   
is retrieved using elastic channel (parallel 
and cross polarization) and calibration 
constant of the R-MAN510 (figure 6).    is 
function of    and backscatter ratio using 
the following equation: 
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with 
                                    
                   

 
-a- 

 

 
-b- 

Figure 6: linear volume depolarization ratio and (b) 
linear particle depolarization ratio 

LR information and linear depolarization 
ratio is a dataset to classify automatically 
the aerosol layer in 4 types (marine 
aerosol, continental pollution, dust and ice 
crystals). The cloud are classified in 5 
types (deep convective, cirrus, altostratus, 
altocumulus and low cloud) using altitude 
of the top layer and optical depth 
(integrated extinction in cloud layer). 

Conclusion: 

The example of the eruption of the 
Eyjafjallajökull volcano that occurred on 
April-May 2010 has highlighted the interest 
of atmospheric lidars for the detection and 
assessment of physics properties in 
volcanic ashes.  

The R-MAN510 contributes to fill in a lack 
of actual ground based measurements 
especially in aerosol detection and 
classification. Nitrogen Raman lidars is a 
technical that permits to retrieve 
independently extinction and backscatter 
coefficients in aerosol layer.  
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Abstract

A ground-based remote sensing short-range
WindScanner with agile beam steering based on
a modified ZephIR continuous-wave wind lidar
(LIght Detection And Ranging) and a double prism
arrangement has recently been developed at the
Department of Wind Energy at the DTU Risø cam-
pus. The WindScanner measures the line-of-sight
component of the wind and by rapid steering of the
line-of-sight and the focus position, all locations
within a cone with a full top angle of 120◦ can be
reached from about 8 meters out to some hundred
meters depending on the range resolution needed.
By using three such WindScanners, all three com-
ponents of the wind can be retrieved.

Here, the first mean 2D turbulent wind fields
measured in a horizontal and a vertical plane
below a hovering search and rescue helicopter are
presented. The line-of-sights of two synchronized
WindScanners were scanned within the plane of
interest. Since both line-of-sights always were
inside the plane scanned, the influence of the wind
component perpendicular to the plane was avoided.
The results indicate that the flow field below a
helicopter can be characterized remotely, which can
support helicopter optimization regarding, for ex-
ample, minimizing the risk to aircraft and personnel
when operating in a search and rescue role.

The results from the application of the short-range
WindScanner technology to the complex and
turbulent helicopter downwash demonstrates the
possibilities also within less demanding flows en-
countered within complex terrain and wind energy
related research for which the WindScanner tech-
nology primarily has been developed.

1 Introduction

For a long time there has been a vision about rapid
3D measurements of turbulent flows in complex
environments [1]. Now, a ground-based remote
sensing short-range WindScanner with agile beam
steering based on a modified ZephIR (manufactured
by Natural Power, UK) coherent continuous-wave
wind lidar (LIght Detection And Ranging) and a
double prism arrangement has been developed at
the Department of Wind Energy at the DTU Risø
Campus in Denmark. The WindScanner operating
at a wavelength of about 1.5 micrometer measures
the line-averaged [2] line-of-sight component of the
wind and by rapid steering of the line-of-sight and
the focus position, all locations within a cone with a
full top angle of 120◦ can be reached from about 8
meters out to some hundred meters depending on
the range resolution needed. By using three such
WindScanners, all three components of the wind
can be retrieved without taking into account any
assumptions about the flow.

In order to challenge the WindScanner by an
extremely turbulent and complex flow, a proof-of-
principle trial in the downwash flow below a search
and rescue helicopter was undertaken. Here, we
report about these first mean 2D complex turbulent
wind field measurements that also is of interest
for the aviation community since knowledge about
the helicopter downwash structure under a search
and rescue helicopter is crucial for safe rescue
operations.
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Figure 1: The experimental setup for scanning a
horizontal plane below the helicopter.

2 The experimental setup

At the December 2011 helicopter downwash trial,
two different configurations were used with the
purpose of measuring the flow field in a horizontal
plane close to the ground and in a vertical plane
below a hovering search and rescue helicopter
by two WindScanners. The particular short-range
WindScanners used were the units called R2D1 and
R2D2. Since only two WindScanners were avail-
able, the line-of-sights of the two WindScanners
were made sure to be inside the planes scanned
such that the influence of the wind component
perpendicular to the plane of interest was avoided.

An overview of the setup used during the scanning
in the horizontal plane is given in Fig. 1. In order
to be able to measure as close to the ground as
possible, a special mount with easily adjustable
legs as seen in Fig. 1 was designed that allowed
for the scanning beam to emanate from a height of
about only 32 cm above the EUR-pallet on which it
was standing. This means that the scanning hori-
zontal plane was about 46 cm above ground. The
EUR-pallet arrangement made the WindScanner
easily movable by a lifting fork.

The horizontal scanning pattern was a spiral that
spiraled outwards during 10 seconds to a radius of
about 30 meters and then back to the center during
2 seconds along a line between the two WindScan-
ners with the helicopter hovering at a height of
90 feet approximately above the origin of the coor-
dinate system used. Almost along the return line in
the scanning pattern a sonic anemometer sampling
at 100 Hz was traversed while the averaged wind

Doppler spectra were acquired at a rate of almost
400 Hz by each WindScanner.

For the scanning of the vertical plane, the location of
the two WindScanners were almost the same as for
the scanning of the horizontal plane. However, for
the vertical plane measurements the scanners were
turned such that they were directed towards each
other with a distance of 78.8 meters in between
and with the helicopter hovering at a height of
70 feet above the center of the line between the two
WindScanners.

3 Analysis procedure

The first step in the data analysis is to synchronize
the wind Doppler spectra obtained with the correct
measurement positions in the atmosphere. Then,
the spectra is divided by a noise background
spectrum in order to flatten out the spectra such
that structures in the spectra that are due to the
measurement system itself becomes flat in the nor-
malized spectra. In order to increase the apparent
spectral signal-to-noise ratio, several spectra are
averaged. In the method used, the spectra are
sorted into grid cells with the size of 2 m by 2 m
in the horizontal scan and 2 m by 0.5 m in the
vertical scan. Subsequently, the median value in
each frequency bin is calculated from all the spectra
obtained in such a grid cell during a certain time
resulting in a so-called median spectrum with less
noise.

The wind speed is given by the Doppler shift
frequency which is straightforward to calculate in
the case of a spectrum corresponding to a constant
steady wind speed with low turbulence and good
signal-to-noise ratio which means that there is a
single narrow peak and the location of that peak
corresponds to the velocity that is to be retrieved.
However, in a turbulent flow below a helicopter
the Doppler peak broadens and it becomes more
challenging to find the corresponding mean wind
speed during the sampling period and therefore
a frequency estimation procedure based on a
Gaussian-fit is used.

Based on the two simultaneously measured line-of-
sight wind speeds, the combined 2D wind vector can
be retrieved as long as the two line-of-sights are not
coinciding.
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4 The flow field in a horizontal
plane close to ground
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Figure 2: The 10-minute average line-of-sight wind
component measured by (a) the R2D1 WindScan-
ner and (b) the R2D2 WindScanner in a horizontal
plane close to ground.

The 10-minute average line-of-sight wind com-
ponent measured by the R2D1 WindScanner in
a horizontal plane about 46 cm above ground
in the time interval 13:01-13:12 on Wednesday
2011-12-07 while the helicopter was hovering at a
height of 90 feet is displayed in Fig. 2a. The R2D1
WindScanner was placed at x = -60 m and y = 0 m
which explains why the sampled component of the
wind vector in the left part of Fig. 2a is positive

meaning that the flow away from the helicopter
is directed towards the WindScanner and in the
right part the flow is away from the WindScanner
resulting in a negative wind speed component
measured by the R2D1 WindScanner.
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Figure 3: The retrieved 2D wind field in a horizontal
plane close to ground.

The corresponding average of the line-of-sight wind
component measured by the R2D2 WindScanner
placed at x = 0 m and y = -50 m is displayed in
Fig. 2b. It is a similar pattern as in Fig. 2a except
that it is, as expected, turned 90◦

The resulting combined 2D flow field in the horizon-
tal plane is presented in Fig. 3 where it clearly can
be seen that it emanates from a location slightly
above and to the right of the center of the plot
where the helicopter seems to have been located.
The measured flow field exhibit, as expected, a
shape similar to a doughnut with some complex
structures and maximum speeds at about some
15 meters from the center of the calm area below
the helicopter.

5 The flow field in a vertical
plane below the helicopter

The 9-minute average line-of-sight wind component
measured by the R2D1 WindScanner in a vertical
plane below the helicopter in the time interval
16:50-17:00 on Wednesday 2011-12-07 while the
helicopter was hovering at a height of 70 feet can be
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Figure 4: The 9-minute average line-of-sight wind
component measured (a) by the R2D1 WindScan-
ner and (b) by the R2D2 WindScanner in a vertical
plane below the helicopter.

seen in Fig. 4a. The center of the scanner head of
the R2D1 Windscanner was placed at x = -39.4 m
and z = 0 m which explains why the sampled
component of the wind vector in the lower left part
of Fig. 4a is positive, since the flow away from the
helicopter hovering above approximatively x = 0 m
is directed towards the R2D1 WindScanner in that
region whereas in the right part the flow is away
from the R2D1 WindScanner giving a negative
wind speed component measured by the R2D1
WindScanner.
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Figure 5: The retrieved 2D wind field in a vertical
plane below the helicopter.

The corresponding average of the line-of-sight wind
component measured by the R2D2 WindScanner
placed at x = 39.4 m and z = 0 m is displayed
in Fig. 4b and the resulting combined vertical 2D
flow field is presented in Fig. 5. It can clearly be
seen that the mean flow below the rotor is directed
downwards and confined within a radius of about
10 m and that the flow deflects outwards as it
approaches the ground. The helicopter location
seems to be slightly off-centered in the positive
x-direction.

6 Discussion and Conclusions

The particular results here presented indicate that
the complex and turbulent helicopter downwash
flow field below a helicopter can be characterized
remotely by a short-range WindScanner. This sug-
gests that the WindScanner technology can support
helicopter optimization regarding, for example,
minimizing the risk to aircraft and personnel when
operating in a search and rescue role. Further-
more, it can be concluded that the WindScanner
technology advances the possibilities of studying
flows encountered within complex terrain and wind
energy related research for which the WindScanner
technology primarily has been developed.
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ABSTRACT 
There are really only two basic limitations to the 
success of a remote sensing method: non-uniqueness of 
the relationship between sensed variables and required 
variables; and noise which competes with the signal. 
For sodars, the relationship between Doppler shift and 
radial wind component is very direct, and the main 
limitation is therefore competing background noise. 
Surprisingly, not a lot is known about the physics of the 
background noise for sodars. We show that microphone 
self-noise can be significant. Nevertheless, the fact that 
any observations with a sodar will show that noise is 
variable with location and time of day shows that much 
of the noise is external acoustic noise. Acoustic baffles 
are quite successful in making the receiver insensitive 
to local noise generation.  The remaining source of 
noise for sodars is aero-acoustic noise generated by the 
pressure fluctuations arising from turbulence. Such 
noise is known to be generated due to wind flow over 
the rim of the baffles, and is generally the main 
limitation on sodars measuring in high wind speed 
conditions. However, aero-acoustic noise is also 
generated in the free air, although this has not been 
studied in relation to sodar noise. We develop the 
theory for background noise, and discuss pathways to 
improvement of sodar performance through reduction 
in background noise.  

1. SELF-NOISE AND EXTERNAL NOISE 
Self-noise refers to random electronic and acoustic 
noise generated in the receiver. It can be distinguished 
from external noise either by doing measurements in an 
anechoic chamber, or by comparing the spectral 
coherence of two co-located identical receivers.   For a 
phased array system, spectral coherence tests could be 
completed on the microphone elements in two halves of 
the array. 

A typical sound intensity at a sodar receiver is 10-13 W 
m-2 for sound from 100m. The acoustic impedance of 
air is about Z= 400 N s m-3 so the acoustic pressure is 
about (400 x 10-13)1/2 = 6 Pa  (equivalent to -10dB-
SPL). For example, one type of microphone has a 
sensitivity of 150 mV/Pa, producing an output voltage 
of 0.9 V from 100m. The self-noise for this 
microphone is (dB-SPL A-weighted) 8 dBA, or (20 
Pa) 108/20 = 50 Pa. The self-noise voltage is (150 

mV/Pa)(50 Pa) = 7.5 Vrms, or 8 times the signal 
level. However, the noise is distributed quite flatly 
across 10 kHz or more bandwidth. For an analysis 
bandwidth of, say, 200 Hz, the self-noise will be 0.15 
Vrms or less, giving a 100 m SNR of 6 in amplitude, 
or 15 dB.  This signal also needs amplification. A 
typical preamplifier amplifier and associated input 
resistors will contribute a similar noise level to that 
from the microphone.  It is difficult to reduce self-noise 
significantly without a lot of expense. This level also 
means that multiple microphones or antenna gain needs 
to be employed as well as, generally, spectral averaging 
over a number of profiles.  

Since the useful range of a sodar varies from day to 
day, it is clear that much of the background noise is 
external and broad band. Reduction, to acceptable 
levels, of locally-generated noise from sources such as 
traffic and trees is possible through acoustic baffles.  
The remaining source of noise is aero-acoustic i.e. 
generated from the air-flow and turbulence. This has 
two components: that generated from flow over 
surfaces (the acoustic baffles); and that generated by 
pressure fluctuations from the turbulence at all heights. 

2. SPECTRAL COHERENCE 
The coherence between two signals x(t) and y(t) is 
defined by 

yyxx

xy
xy PP

P
C

2

 ,     (1) 

where Pxy is the cross-spectral density, and Pxx and Pyy 
the auto-spectral density of x and y respectively. The 
coherence function estimates the extent to which y(t) 
may be predicted from x(t), or the extent of common 
input into x and y at each frequency. 

Two independent random signals distributed as N(0,1) 
have the coherence shown in Fig. 1. The coherence is 
insensitive to the overall amplitude or power of the 
signals and also to the noise variance. As expected, the 
coherence of two such signals is spectrally flat. 
Although the mean of the product of two independent 
random series tends to zero, the power spectrum is not 
zero, and the coherence tends to a value of =0.174 
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(established here by simulation, since product-normal 
distribution does not appear to have analytic moments).  

Also shown in Fig. 1 is the average coherence between 
the outputs of all pairs of rows of a new 16-row phased 
array receiver, measured in an anechoic chamber 
(average over 120 pairs). The receiver amplifiers have a 
band-pass filter around 4 kHz which will reduce 
reception of external signals below 3 kHz, but shows 
some correlated external signals from 3 kHz to 5 kHz. 
There is also low frequency external noise. 

 
Figure 1. Self-noise of signals in pairs of rows of a phased 
array receiver (red), compared with the coherence for two 
independent N(0,1)  noise sources (blue). 

For similar co-located receivers we can write for the 
time series 
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where p and q are self-noise time series, and e is a 
common external random noise time series.  It is 
assumed that p and q have the same power and 
statistical properties. Then 
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and, assuming Ppp=Pqq=Pee and Ppe=Pqe=1/2Pee, 
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When =1 (no self-noise), Cxy = 1, and when =0 (no 
external-noise), Cxy = , as expected. This gives us a 
scaling from coherence to fraction  of external noise. 

In an operational, field, situation, coherence is 
extremely sensitive to Doppler shift, dropping to 0.4 for 
two pure sine waves 5 Hz apart when the center 
frequency is 4500 Hz. However, all rows in a phased 
array receiver will receive the same audio inputs, so 
Doppler shift should not affect the degree of coherence. 
The result, in terms of correlated signal fraction , of 
data from a field trial, is shown in Fig. 2.  Only three 
heights, or time delays, are shown. Above 6 kHz self-
noise ( = 0) dominates. There are a number of obvious 
non-random external noise sources at frequencies below 
6 kHz, with troughs representing more broad-band 
‘pink’ noise. Both types of external noise source are 
essentially unvarying with time (the same for all 
heights) and not related to the sodar transmission at 4.5 
kHz.  However, near the transmitted frequency there is 
a strong correlated peak at 64-100 m, which decreases 
at 134-168m, and is smaller still at 202-236 m.  This is 
because the echo signal from the transmission is 
increasingly a smaller fraction of the common 
background as time increases since transmission. 
Around 70% of the recorded signal from 80 m height is 
coming from echo signals in this case. 

 
Figure 2. Correlated signal fraction averaged over all pairs of 
receiver rows with time delays corresponding to 64-100 m 
(green), 134-168 m (blue), and 202-236 m (red). 

The sources of the non-random external signals are not 
known, mostly because they fall well outside the band 
of interest for measuring Doppler shift with this sodar 
receiver, and so have not been considered previously.  
It is likely they originate from test and sampling 
equipment such as a PC. 

The external signal fraction  is plotted vs height (or 
time delay) in Fig. 3 for six frequency bands. Except for 
the band around the transmitted frequency,  is 
constant (although with a large variance in some cases). 
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Figure 3. Correlated signal fraction averaged over all pairs of 
receiver rows vs time delay and for frequency bands centered 
on 1.8 (black), 2.8 (blue), 4.3 (red), 5.0 (green), 6.4 (purple) 
and 9.4 kHz (brown). 

The mean value of  is shown vs frequency in Fig. 4.  
This noise appears to depend on 1/f. 

 
Figure 4. Mean correlated signal fraction vs 1/Frequency, 
and linear regression. 

3. DIRECTIONALITY OF NOISE 
It is generally thought that most acoustic background 
noise for sodars comes from nearby sources close to the 
ground.  This can be checked by considering the 
directionality of the coherent noise.  For this, we 
combine 2 sets of 8 microphones into two co-located 
phased arrays.  The microphone spacing is 30 mm, 
giving the beam patterns in Fig. 5 at 4.5 kHz, for the 
array tilted at 45 and for 5 steering directions. The 
central half-beam width is about 8. Spectra are shown 
in Fig. 6 for elevation angles of 22.5, 45, and 67.5. 
The reduction in the amplitude of the echo signal with 
height is clear. But at greater elevation angles the other 
external noise sources increase in amplitude. This may 
be partly an effect of the acoustic shielding around the 
array, and partly due to the fact that we have not 
included data during the arrival of the direct signal at 
the array, which means that data from the lowest 26 m 
is missing. The lowest elevation in Fig. 6 points at 18 m 
above the transmitter, so only 1/3 of the background 

noise will appear in spectral plot for the lowest 
elevation angle.  

 

 

 

 

 

 

 

 

 

Figure 5. Polar patterns for 5 selected beam steering 
directions of 8-element arrays. The radial scale is in dB. 

 

 
Figure 6. Spectra for the entire profile with beam steering to 
22.5, 45, and 67.5 elevation. The 45 and 67.5 spectra 
have been offset for clarity. 

The coherences for different beam pointing directions 
are compared in Fig. 7. There is a large spike at 9 KHz, 
twice the transmitted frequency, indicating the presence 
of a second harmonic, most likely through the input 
preamplifier being driven into a nonlinear region by 
input overload. There is a lot of detail worthy of 
interpretation in this plot. The low frequency 0-1 kHz 
peak and the random noise above 6 kHz are common to 
all directions. The input just above 1 kHz is dominantly 
from horizontally and not coming at all from above, and 
the 1/f noise signature has completely gone for noise 
coming in from above. 

It is also possible to compare the array outputs when 
steered in two different directions.  The coherence is 
then a measure of what common signals come in at both 
directions. Figure 8 shows a comparison between the 
45 and the 67.5 elevations. 
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Figure 7. Coherence between two sub-arrays, each of 8 rows 
of microphones, with beam pointing elevation angles of 
22.5 (blue), 45 (red), and 67.5 (green). 

 
Figure 8. Coherence between two 16-element arrays outputs, 
steered in two directions (at 45 elevation and at 67.5 
elevation). 

Apart from the peak around 4.5 kHz, the origin of none 
of these correlated and persistent signals is known. The 
peak near 6 kHz is particularly sharp, and warrants 
further investigation. 

4. CONCLUSIONS 
Both sodars and lidars are challenged by background 
noise. This noise is a combination of self-noise and 
external noise. The external noise can be random or 
systematic. 
In this work we have attempted to identify and separate 
the self-noise and external sources.  This is done by 
using two or more collocated and identical 
microphones, which detect the same external noise but 
contribute independent self-noise. We have developed a 
methodology for finding the fraction of uncorrelated 
noise in a multi-microphone system (which includes all 
sodars). 
For the particular system we used in this study, the self-
noise was not dominant. Instead, a number of external 
sources of unknown origin were present. These were 
generally outside of the frequency band of interest but, 
being unidentified, could as easily have been close to 
the transmission frequency and have caused problems. 

The external noise between these spectral peaks 
followed a 1/f frequency dependence and was not 
related to the transmitted sodar pulse. 

Because we used a 16-row array of microphones, it was 
also possible to look at the directionality of the external 
noise. There was a lot of structure in this, most of 
which has not yet been analyzed. However, it is evident 
that some of the unidentified large spectral peaks in the 
external noise come from sources near the ground, 
whereas other peaks seem ubiquitous. The 1/f behavior 
is not found to be characteristic of external noise 
originating from above: this is more flat in frequency 
content. 

The suggestion arising from this work is that multiple 
microphone systems lend themselves to identification 
of both the nature and the directional properties of the 
noise which competes with sodar signals.  It may be 
useful for new sodar systems to include the facility for 
such analysis so that, for example, beam orientation, 
can be dynamically modified to optimize signal-to-
noise ratio. 
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ABSTRACT 
Understanding the wind resource at a prospective 
project site has long been considered a critical step in 
the wind farm development process, particularly where 
high variations in the topography and roughness of the 
site can lead to uncertain local wind regimes. 

The use of remote sensors is one such approach 
developed by wind experts to reduce project 
uncertainties related to the wind speed estimation at 
turbines hub height and over the entire site area.  

The application of remote sensor wind data is however 
conditioned by a detail assessment of error and 
uncertainty in the instrument measurements, in order to 
get a quantitative benefit from them. 

1. ASSESSING THE WIND RESOURCE 
The future production of a wind farm depends on the 
wind resource across the site and over project life, and 
on the performance of the turbines array.  

Determining the future production (mean value and the 
uncertainty on this value) drives the financing of the 
project. Indeed, the better the analysis (i.e. the lower the 
uncertainty) the more attractive the financial terms bank 
institutes are able to offer. 

In addition to know-how, theories, models and 
accumulated experiences, the increase of measurements 
in time and space is one key recommended 
methodology by wind energy experts and wind farm 
financing institutes in order to reduce the uncertainty in 
the assessment of the wind resource. 

Remote sensors are gaining attraction to resolve this 
demand because they can measure up to and above the 
wind turbine hub height, and because they are portable 
and can therefore be easily moved to measure at several 
locations to assess the spatial variation of the wind over 
the site. 

In that sense, they allow a more accurate and secure 
assessment of the wind resource at the site of interest... 

2. REQUIREMENTS ON REMOTE SENSORS 
…A remote sensor allows a more accurate and secure 
assessment of the wind resource only if the remote 
sensor provides accurate wind data with a high level of 
confidence, providing at least the same performance 

than traditional cup anemometry, considered as the 
reference wind measurement instrument in the wind 
energy industry. 

Measurement campaigns, with inter-comparison 
between different instrument types, have shown that the 
estimated uncertainty of most lidars meets these 
expectations on terrains of relatively simple topography 
and flow. 

Indeed, to enhance the widespread of lidar technology, 
the previous statement should also be true on terrains 
where wind regimes are more complicated, especially 
where topographic variations, roughness, canopy height, 
high turbulence intensities and high wind shear and veer 
can affect the remote sensor accuracy. 

Sources of measurement bias and uncertainty can be 
related to the technology itself but also to specific 
atmospheric conditions. As a matter of fact, the 
accuracy of a remote sensor technology needs to be 
assessed according to the environmental parameters in 
order to ensure that the measurement accuracy will not 
differ from a validation test site to the application site 
where is wind resource is prospected. 

Therefore a high number of on-site studies and inter-
comparisons with IEC-compliant cups in a variety of 
meteorological and topographical conditions can afford 
the possibility to make an empirical analysis of the 
remote sensor technology accuracy and quantify its 
uncertainties. 

3. STATISCAL APPROACH 
Knowing the device technology, all potentially 
influential parameters can be listed (according to 
knowledge, literature, experience, etc.). For example, 
wind shear, wind veer, turbulence intensity, 
atmospheric stability, rain, aerosol concentration, 
ambient noise… could influence the remote sensor 
measurement accuracy. 

These parameters need to be measured during the 
accuracy test and the relationship between wind speed 
deviations (between the remote sensor and the 
calibrated cup) and the parameters are assessed using a 
statistical classifier. For example a commonly used 
classifier for such equivalent studies is the multi-linear 
regression.  

We propose to apply the following methodology: 
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 One classifier is built per learning data set 
using a statistical methodology. Here a 
decision-tree bag has been used: 

 
 One data set of variables is built following the 

probability distributions defined for every 
variable and thus can be considered 
representative for most sites of application. 
This general data set is applied to the 
classifier, which gives in output the 
corresponding error distribution of the remote 
sensor: 

 
 

To validate the building method of the classifier, it is 
required that the classifiers found for various learning 
data sets give similar remote sensor error distribution 
with the same general data loaded into theses 
classifiers. Thus, the obtained error distribution can 
give an estimation of the remote sensor mean bias and 
uncertainty. 

Some cautions must be taken in applying this 
methodology: 

 The classifier needs to take into account 
dependency between variables. 

 It determines the most influential parameters 
on the deviations in the data set. 

 Attention must be paid to variables known to 
be influential which are not being measured 
during the test, or which range of values is not 
significant enough. 

 Parameter variations on site of application 
could be also loaded as input to the classifier, 
to give the remote error distribution for the 
specific conditions of the site of application. 

Below is an application on WINDCUBE™ v2 lidar 
data set, with a classifier being a decision tree bag. 

 

 
It estimates system error based on atmospheric and 
instrumental parameters. The classifier predicts the 
instrument error. Below, classifiers have been found for 
four learning data sets, and a general data set has been 
loaded into them: 

 
Accuracy is defined as the mean error and is here found 
to be ~0.05m/s. Uncertainty is defined as the standard 
deviation of the error and is here found to be lower than 
0.2m/s. Results are coherent with the validations 
against met masts. 
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4. COMPLEX FLOW CHALLENGE 

4.1 Removing the flow homogeneity assumption 
Complex flows challenge remote sensors accuracy. 
Indeed all mono-static remote sensors measure Line of 
Sight (LoS, or radial) wind velocities along at least 3 
beam axis. The LoS wind speeds are then converted to 
horizontal and vertical wind speeds using the flow 
homogeneity assumption (same wind speed for all 
beams at one altitude). 

Various studies have shown that the variation of flow 
inclination cross the remote sensor beams is the main 
source of bias during the wind speed conversion. 
Because the WINDCUBE™ lidar provide accurate raw 
data (LoS velocities) even in complex terrain, the 
problem resides mainly in the conversion from raw data 
to horizontal wind speed using the flow homogeneity 
assumption. Therefore research has been focused on 
getting rid of the flow homogeneity assumption. It has 
led to a innovative wind measurement process, using a 
Flow Complexity Recognition FCR™ algorithm for 
WINDCUBE™ v2. The FCR™ mode differ from the 
normal mode in the way it processes the entire vertical 
profile of wind speed at once using all available LoS 
wind speeds, including those measured by the vertical 
beam, and which constraint the wind speed values 
corresponding to the current flow complexity 
characteristics: 

 
 

4.2 CFD Simulation 
In order to study the FCR™ measurement process, 
CFD calculations have been realized for a variety of 
flow conditions and topographic complexities. Below 
an example on a sinusoidal hill of height 100m and 
width 1000m: 

 

 
Wind speeds boxes are obtained on these terrains and 
the remote sensor measurement processes (normal and 
FCR™) are modeled at several locations of the 
experimental topographies: 

 
 

The wind speed values as retrieved by the remote 
sensor can be compared to the wind speed values 
directly at the vertical of the instrument, as measured by 
ideal mast-mounted anemometers. The tables below 
show respectively the instrument errors in normal mode 
and in FCR™ mode: 
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On all cases of this example, the FCR™ measurement 
process could reduce the theoretical errors ranging from 
around -3.7% to -1.5% down to errors ranging from 
around -0.8% to 0.8%. 

4.3 On-site measurements 
A measurement campaign was held in Greece, on the 
Center for Renewable Energy Sources (CRES). Three 
months of wind data were collected by a 
WINDCUBE™ v1 measuring in normal mode, a 
WINDCUBE™ v2 equipped with FCT™ and a 100m 
met mast: 

 

 

The bias of around -5.8% introduced by the flow 
homogeneity assumption of the normal mode was here 
almost entirely cancelled by the FCR™ mode, leading 
to a residual error against the cup anemometer of 
around 0.9%. 

Dimitri Foussekis, research scientist from CRES, 
reported: “At 78m height, wind speed deviations are 
kept below 1%, with a coefficient of determination 
R2>0.998. This is an outstanding value approaching 
results obtained before only in flat terrains.” 

5. CONCLUSION 
Remote sensors are useful instruments to complement 
traditional anemometry like mast-mounted cups. This 
combination of instruments can reduce uncertainties in 
the wind resource estimation of a site. 

However, prior applying remote sensor wind data in a 
large variety of sites, its accuracy and robustness 
toward specific environmental variables must be 
assessed. 

A statistical approach has been applied on the 
WINDCUBE™ lidar and has led to an estimation of 
measurement uncertainty ranging between 1% and 2%. 

Moreover, FCR™ mode allows using the flow 
homogeneity assumption that defaults remote sensors 
measurement in complex flow situations. 

Therefore the wind speed values measured (and the 
associated uncertainty) can be quantitatively used for 
assessment of the wind resource on wind farm sites, 
resulting in a decrease of the uncertainty in the 
estimation of the future wind farm production. 
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Kenneth H. Underwood 

1Atmospheric Systems Corporation, 26017 Huntington Ln, Ste F, Valencia, CA 91355 USA), ken@minisodar.com 
 
 

ABSTRACT 
Wind energy production is slowly transitioning from 
being a wind farm to power production facility that 
utilizes wind energy as its source.  Increasing wind 
plant operations are focusing on the forecast of winds 
for 24 hour and shorter time periods. Forecasting 
models are ideally suited for the longer period wind 
field. However critical wind profile measurements are 
increasingly used to augment the model wind field 
forecasts and improve the forecast accuracy.  A 
particularly difficult task is to forecast the sudden onset 
of winds associated with the rapid change in wind 
direction and wind speed called wind ramp events.  
These wind ramp events can subject the facility to fines 
of hundreds of thousands of dollars in some situations.  

This paper describes the application of a single station 
Doppler SoDAR system for the short term forecast of 
winds. The technique that will be discussed was 
originally developed in the mid-1990s to support the 
low level operation of a solar powered UAV.  The 
author believes this experience is also applicable as one 
of the tools needed for short term wind forecasts 
associated with the operation of a wind plant and can be 
extended to the forecast for wind ramp events.   

1. SODAR TECHNOLOGY 
 
The SoDAR has been used by meteorologists to study 
and monitor the atmosphere for 40 years.  Its power and 
challenge is that it operates on the interaction of sound 
with atmospheric turbulence. This is a fundamental 
interaction that is independent of mechanical inertia or 
the suspended particles.  The SoDAR has been 
employed by boundary layer scientists to provide 
insight into the important turbulent process that we now 
understand to be important for mixing and transport 
processes (Singal, 1990).   
 
There are two independent atmospheric quantities 
measured with a SoDAR.  They are (1) the intensity of 
inertial subrange temperature and humidity fluctuations 
and (2) the frequency shift associated with the 
movement of the air volume interrogated by the emitted 
sound energy (Bradley, 2006).   
 
These principle equations used to interpret the SoDAR 
are: 
 

Relationship of the acoustic pulse to the acoustic 
backscattering cross section [Coulter and Underwood, 
1980]: 
 

P(r) = P0 (A Lv / r2) e-2αr σ (r),   (1) 
 
Relationship of the Doppler shift (Fd(r)) to the local 
wind field (horizontal and vertical) for uw - reference 
plane [Underwood, 1981]: 
 

Fd (r) = - (2 / λ) (u(r) sin φ + w(r) cos φ),  (2) 
  
The data products associated with these relationships 
when presented in a time – height display format (as 
seen later in this paper) to emphasize their variation in 
time and height are most useful for short term wind 
forecasting. 

2. SHORT TERM WIND FORECASTING 
In the mid-1990s, the author provided short term wind 
and turbulence forecasting support for the 
AeroVironment solar powered UAV at Edwards AFB 
and on the western shore of Kauai which is part of the 
Hawaiian island chain.  When operating close to the 
earth’s surface, this UAV was subject to low altitude 
winds and turbulence due to its construction and speed.  
Pictured below, the pathfinder  

 
Figure1. AeroVironment Pathfinder Plus  

is shown in flight near the island of Kauai after one of 
its early AM takeoffs.  Erratic low level winds and 
turbulence could cause the plane to crash.  Operations 
were supported with a high frequency Doppler SoDAR 
positioned close to the takeoff runway.  
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3. BOUNDARY LAYER TRANSITIONS 
 An example of the transition from the stable ABL to an 
unstable ABL is pictured in figure 2. 

 
Figure 2. Time evolution of the ABL from a stable to mixed 

boundary layer as reflected in the facsimile (left) and the wind 
and turbulence profile (right). 

In this example, it is clear that the upper level winds 
just after the facsimile display showed the transition 
from a stable atmosphere to an unstable or mixed 
atmosphere. The downward mixing of the upper level 
winds accelerated the lower level flow and were 
coupled with an accompanying change in with direction 
and increased turbulence levels. 

While working with the Pathfinder UAV at Edwards 
AFB, the author used the facsimile based transition 
coupled with local measurement of the vertical wind 
velocity and the downward transport of upper level 
winds to guide the operations for the solar plane.  In 
effect, a 5 minute notice (at EAFB) was required to 
bring the UAV to the surface and secure it from 
increasing winds and turbulence. 

4. OBSERVATION OF A WIND RAMP 
The following are two consecutive wind tables as 
measured with an ASC miniSoDAR system at the time 
of the passage of a wind ramp.  The onset of the change 
in the wind was close to the beginning of the sampling 
time for the second wind table.  It is significant that 
prior to the wind ramp event the winds were  

 

from the ESE at about 5 m/s. The wind speeds changed 
to about 10 m/s from the WNW.  It is a typical shift 
across a local front. 

The associated time series of the 10-minute 
measurements (speed, direction, vertical velocity and 
turbulence) surrounding the wind ramp event are 
plotted in the following four (4) time series graphs. 

 
Figure 3.  Time series of 10 minute averages of speed (m/s) 
(top), wind direction, vertical velocity and standard deviation 
of the vertical velocity (bottom). 

While these data capture the local change in the wind field, it 
has only limited predictive value. But it is suitable for post 
operational analysis. 

5. IMPROVED TIME RESOLUTION 
The miniSoDAR system is designed to enable the 
recording of several data products that are conducive to 
further study of any particular meteorological event.  In 
particular, it is able to record the moments (intensity, 
mean frequency shift and signal to noise ratio) 
associated with each pulse.  This section presents the 
data associated with this ramp event in terms of 1 
minute averages for improved temporal resolution.   

Prior to the presentation of the moment data, consider 
whether or not the moment data set is sufficiently 
robust to capture the wind ramp event. 

 
Figure 4. One minute wind speeds and its associated Weibull 

distribution. 
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For these data, a statistical hypothesis test to determine if 
these data satisfy the Weibull distribution is accepted to the 
99% percent confidence level.   

Plotting the reconstructed time series of one minute data, 
yields the following results. 

 
Figure 5.  Time series of 1 minute wind speed (top), vertical 

velocity (middle) and wind direction (bottom). 

 

Examining these time series for significant changes in 
the wind direction and wind speed, identifies that the 
ramp event occurred at 13:51. The time series clearly 
show the change in all time series.  So it is clear that the 
high resolution data is very useful for these events. 

6. FACSIMILE DATA 
The Doppler data set measures the current wind field 
above the SoDAR instrument. The measured wind field 
is the consequence of the turbulent mixing process.   

 
Figure 6. Facsimile presentation of the backscattered 

intensity associated with the ramp event. 

A powerful SoDAR data product is the time height 
presentation of the backscattered acoustic signal 
intensity as a function of time. It is called the facsimile 
presentation. And it is the acoustic data product similar 
to the radar height range display.   

The facsimile data display has been around since the 
advent of SoDAR technology. A potential signature 
prior to the wind ramp event is that the ABL is 
decidedly stable to just prior to the onset of the wind 
ramp. 

. 

7. SUMMARY 
These data have demonstrated that a Doppler SoDAR is 
capable of measuring the short term atmospheric 
changes associated with the wind ramp events.  A 
strategically placed SoDAR or several SoDAR units 
would enable wind plant operators sufficient time to 
adjust their operations thereby reducing lost revenues. 
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ABSTRACT 
Contemporary design standards for wind turbines (e.g., 
the International Electrotechnical Commission) 
recommend stochastic models (e.g., the Kaimal spectral 
model) for turbulence inflow generation. 
These simple stochastic models are not very 
representative of atmospheric boundary layer 
turbulence, as they do not account for the omnipresent 
atmospheric stability effects. Recently, we proposed 
two competing multiscale, coupled modeling 
approaches for the generation of high-resolution, four-
dimensional, realistic, inflow turbulence fields. The 
workhorse behind both modeling approaches is a 
state-of-the-art, open-source atmospheric model, called 
the Weather Research and Forecasting (WRF) model. 
In the first approach, we perform seamless coupled 
simulations from synoptic-scale (order of 
~100 km) down to turbine-scale (order of a few m) 
flows. In the second approach, we couple the WRF 
model with a new-generation, tuning-free (dynamic) 
large-eddy simulation (LES) code in an offline mode. 
In this approach, the WRF model only simulates 
atmospheric flows down to the mesoscale (order of ~1 
km) and the turbine-scale simulation burden is carried 
out by the LES code. In this presentation, we will 
systematically evaluate the impacts of sodar data 
assimilation on the statistics of simulated inflows (e.g., 
spectra, coherence). Our primary focus will be on stably 
stratified flows and associated low-level jets. 

1. PRELIMINARY RESULTS 
The present study is focused on the West Texas 
Panhandle region of the US. On July 26-27, 2011, a 
pronounced low-level jet was observed in this area. 
During this event, strong winds (~18 m s−1) were 
observed around 100-200 m above ground level (Fig. 
1). Fig. 2 shows the time-height plot of the coupled 
mesoscale-LES (approach 1) modeled wind speeds. By 
comparing with observations (i.e., Fig. 1), the coupled 
run captured the evolution and height of the observed 
nocturnal LLJs reasonably well.  

 

 

 
Figure 1. Time-height plots of wind speeds observed by a 
Scintec SFAS sodar during July 26 and 27, 2011. 

Figure 2. Time-height plot of wind speeds simulated by the 
coupled mesoscale-LES modeling approach. 
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ABSTRACT    
   Kaena Ridge, Hawaii is a site of energetic 
conversion of the semi-diurnal barotropic tide.  
Diffuse baroclinic wave beams emanate from the 
critical-slope regions near the ridge crest, directed 
upward and southward from the north flank of the 
ridge, upward and northward from the south flank.  
Here we attempt to quantify the momentum fluxes 
associated with generation at the Ridge.  Continuous 
vertical profiles of density and vertical velocity from 
80-800m were obtained from the Research Platform 
FLIP over the southern edge of the ridge, as an 
aspect of the Hawaii Ocean Mixing Experiment.  
Data are used to estimate the Reynolds stress, 
Eulerian buoyancy flux, and the combined Eliassen-
Palm Flux in the semi-diurnal band. An upward-
southward stress maximum of ~ 0.5 10-4 m2 s-2 
appears at depths 300-500m, generally consistent 
with beam-like behavior.  A strong off-ridge 
buoyancy flux (~ 0.3 10-4 m2 s-3) combines with large 
along-ridge Reynolds stresses to form an Eliassen 
Palm flux whose along-ridge and across-ridge 
magnitudes are comparable.  The stress azimuth 
rotates clockwise with increasing altitude above the 
ridge crest.  The principal upward-southward beam is 
found to be at depths 100-300 m, shallower than are 
predicted by an analytic 2-dimensional model and a 
3-D numerical simulation.  This discrepancy is 
consistent with previous observations of the 
baroclinic energy flux.  If these observed tidal 
momentum fluxes were to diverge in a 100m thick 
near-surface layer, the forcing would be comparable 
to a moderate wind stress.  Pronounced lateral 
gradients of baroclinic tidal stresses can be expected 
offshore of Hawaiian topography. 
 
INTRODUCTION
    In the ocean, internal waves are 
ubiquitous and their ability to transport momentum is 
potentially significant.  For example, if an upward 
propagating plane wave with horizontal velocity u1~ 
0.1 m/s and vertical velocity u3=0.001 m/s is 
completely dissipated as it encounters the sea 
surface, the stress on the surface is roughly 1 N/m2, 
comparable to that exerted by a 5-10 m/s wind.
    For the atmosphere, it has long been 
appreciated that gravity wave momentum fluxes play 
a significant role in the global zonal momentum 

balance.  However, there is no corresponding open-
ocean evidence for wave momentum fluxes of 
significant magnitude.  In pioneering field 
investigations of Ruddick and Joyce 1979, Brown 
and Owen, 1981, and Plueddemann, 1987, 
statistically significant wave Reynolds stresses were 
not observed.  The quasi-isotropy of the oceanic 
wavefield in the horizontal is associated with near-
zero correlations between horizontal and vertical 
velocities, and correspondingly small momentum 
fluxes. 

 
 
Figure 1. Plan view of Kaena Ridge, left. Darkest colors 
correspond to 5000 m. depth.  Flip was tri-moored on the 
S. rim, white X.  A hill rises ~500 m above the ~1000 m 
ridge crest, 8 km to the north.  
 
OBSERVATIONS 
    As an aspect of the Hawaii Ocean Mixing 
Experiment, HOME, the Research Platform FLIP was 
moored at the south rim of the Kaena Ridge, collecting a 
35-day record of the density and velocity fields in the upper 
800 m of the 1100 m water column.  The time-continuity of 
the measurements facilitates the extraction of tidal-
frequency signals from the energetic non-tidal signals at the 
site.  In the semi diurnal (D2) frequency band, the coherence 
between horizontal and vertical velocity exceeds 0.5, 
reflecting the extreme anisotropy and quasi-deterministic 
nature of the generation process.  The combination of signal 
strength and high coherence renders the task of estimating 
wave momentum transport tractable relative to the early 
open-ocean studies.   
   The flanks of the Kaena Ridge are super-
critical to semi-diurnal baroclinic tides.  The site of 
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most-intense tidal conversion is the Ridge 
“shoulder”, the fringe surrounding the crest with 
critical slope,  h  =  |kH|/|k3|.  Here, h(x1,x2) gives the 
height of the topography, kH=(k1,k2,0) is the 
horizontal wavenumber  of the baroclinic tide, k3 the 
vertical wavenumber. The cross-ridge extent of the 
critical regions,  5-10 km, is small relative to the 
overall width of the Ridge,  20-30 km. Models of the 
generation process indicate that an upward and 
southward energy flux emanates from the north 
shoulder of the ridge, while an upward and 
northward flux is initiated at the southern shoulder.  
A similar pattern for momentum is anticipated.    
   At the south-rim measurement site, the D2 
tide appears as a predominantly low-mode 
phenomenon, with roughly one-quarter vertical 
wavelength spanning the 1100 m water-column.  
Tidal crests display downward phase propagation in 
mid water column, consistent with a ridge-crest 
generation site.  In the upper 250m the phase pattern 
becomes irregular, possibly a result of the surface 
reflection of tidal signals generated at distant ridge-
top locations.   
 

  
Figure 2. A five-day record of the D2 Reynolds product, 
u1u3 during the second spring tide of the experiment. When 
horizontal and vertical velocities are large and in 
quadrature, alternating red and blue bands are seen at 
frequency 2D2.  When they are in-phase or anti-phase, the 
near zero-frequency signal is the Reynolds stress, seen as 
the changing “background” color of the image.  
 
   To examine the signals comprising the 
momentum flux, the total velocity field can be band-
pass filtered about the semi diurnal frequency.  The 
D2 along-ridge Reynolds product, u1u3, Figure 2, 
displays the various interacting factors that establish 
the mean stress.  The records consist of a series of 
vertically coherent stripes at frequency 2D2, 
overlaying a difference-frequency signal that 
changes rather slowly in time.  The vertical scale of 
the stripes is comparable to that of the D2 signals.  

Downward phase propagation is seen at mid-depths.  
The sense of phase propagation is less consistent near the 
surface and near the bottom (of the observational 
window).  A time average of uHu3 over multiple tidal 
cycles removes the 2D2 variability, leaving the 
difference-frequency signal as the Reynolds stress.  
The depth-variability of the stress can be quite rapid 
(eg., Fig. 2, 300m), in spite of the fact that the 
dominant motions are of large vertical scale. The 
time variability of this signal is limited by the 
bandwidth, 0.8 cpd, of the D2 bandpass filter.  
 
 

 
 
 
 
Figure 3. The along-ridge and cross-ridge Reynolds stress 
(a, b) and mass flux (c, d) for the 35 day Nearfield record.  
A 24.8-hour running mean filter converts perturbation 
maps (Fig.2) into these flux maps.  The maps are shifted in 
time to account for the lag of the filter.  The grey region at 
depths below 700m starting at yearday 280 represents data 
lost due to CTD failure.  
 
    The entire Nearfield record of D2 Reynolds 
stress and mass flux, f<η uH>, is presented in Figure 
3.  The existence of the fortnightly cycle is apparent 
in both the stress and mass flux fields.  Upward and 
northward stresses are seen at depths below 600m 
and upward and southward fluxes above.  Flux 
magnitudes increase at all depths with the onset of 
spring tides, suggesting a rapid penetration-time 
from the ridge into the interior.  The flux patterns 
vary slightly from one spring tide to the next, 
possibly due to low-frequency current variability.  
Along-ridge stresses are of the same magnitude as 
the cross-ridge.  Strong upward and eastward stresses 
are seen below 300m during spring tides 
    The mass flux signals are remarkably 
regular, with magnitude roughly half that of the 
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stress.  The mass flux nearly vanishes during the 
neap tides, with some hint of an actual reversal in the 
along-ridge flux.  
 
 

  
Figure 4. The ridge-crest topography with the D2 rays 
arriving at FLIP traced backward to their presumed site of 
generation.  The black dot represents FLIP, to scale, the 
blue line below is the section of the water column sampled, 
and the light blue extension gives the water depth at the 
measurement site.  The color of the dots at the point of 
origin of each ray corresponds to the magnitude of the 
Reynolds stress along the ray in m2/s2. 
  
DISCUSSION 
   A steady clockwise rotation of the Reynolds 
stress vector with increasing elevation is one of the 
surprise findings of the experiment.  We feel that the 
three-dimensionality of the Ridge is the key factor in 
its creation.  The distance between the FLIP site and 
the westward end of the Ridge, ~40km, is 
comparable with the horizontal wavelength of a 
mode-three wave and only slightly greater than the 
width of the Ridge at the site.  One can back-trace 
the Reynolds stress vectors arriving at FLIP, 
identifying the point of origin on the Ridge 
(Figure4).  Not surprisingly, the deepest observed 
arrivals are generated on the south flank of the ridge 
and are associated with upward and northward 
propagation.  The clockwise upward spiral generally 
follows the topography of the west end of the Ridge.  
It’s notable that at many of the sites of origin the rays 
are locally tangent to the topography. This is 
particularly true for the strongest sites on the north 
face of the Ridge.  D2 rays can only reach the upper 
150m of FLIP’s observation window if launched 
from the shallow topography where the Ridge shoals 
toward Oahu.  This is indeed the azimuth of the 

observed (weak) arrival.  
    In examining the D2 horizontal energy 
fluxes at the FLIP site, Rainville and Pinkel (2006a) 
find an identical spiral (their Figures 9a and 10a), 
with along-ridge energy fluxes of magnitude 
comparable to the cross-ridge fluxes. These results 
suggest that baroclinic waves are generated along the 
azimuth of critical topographic gradients, rather than 
parallel to the barotropic forcing or normal to the 
large-scale orientation of the ridge. 
     Even though the wave Reynolds stress is 
small compared to the surface stress from high 
winds, the spatial scale of variability is much smaller 
than in the open ocean.  Thus the curl of the stress is 
large comparable to open ocean values. Can the 
fortnightly modulation of the stress (divergence) be 
detected in sub-inertial flows? 
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ABSTRACT 
Two-component horizontal motion vectors of aerosol 
features were calculated by applying a cross-correlation 
algorithm to square image blocks extracted from 
consecutive pairs of elastic backscatter lidar scans.  The 
resulting vector components were compared with 
corresponding horizontal wind components from tower-
mounted sonic anemometers located at the center of the 
image blocks.  180 245 pairs of vectors derived from 75 
days of field data collected between 19 March and 11 
June 2007 were used in the analysis.  Examples of time-
series comparisons from various boundary layer states 
and statistical results of the comparisons will be 
presented.  The correlation between the lidar-derived 
motion components and sonic anemometer wind 
components tends to be highest during light wind 
conditions with low TKE.   Examples of two-
dimensional and two-component vector flow fields will 
also be presented.   

1. INTRODUCTION 
This paper is a condensed version of a manuscript 
recently accepted for publication in the Journal of 
Atmospheric and Oceanic Technology [1].  It describes 
2-component horizontal wind measurements made by 
applying a cross-correlation motion estimation 
algorithm to scans from the Raman-shifted Eye-safe 
Aerosol Lidar (REAL) [2] (see Fig. 1) during the 2007 
Canopy Horizontal Array Turbulence Study (CHATS) 
[3].  Previous work on the topic of deriving winds from 
elastic backscatter lidar data are described in [4-12].  
The present work is unique because it employs an eye-
safe lidar system and the derived vector components are 
compared with in situ velocity measurements within the 
scan area.  The REAL transmits 6 ns pulses at a pulse 
rate of 10 Hz and operates at 1.54 microns wavelength. 

 
Figure 1: The Raman-shifted Eye-safe Aerosol Lidar 
(REAL) at the California State University Chico Farm. 

2. EXPERIMENTAL SETUP 
CHATS took place in Dixon, California, from mid-
March through early-June of 2007. The focus of the 
experiment was a horizontal array of sonic 
anemometers located approximately 100 m south of a 
30 m tall vertical instrumented tower in a large walnut 
orchard.  The REAL was located 1.61 km directly north 
of the 30 m tower. PPI scans were directed toward the 
south as shown in Fig. 2.  The lidar scan plane 
intersected the tower between 18 and 20 m AGL (see 
Fig. 3).  Because of uncertainty in the exact altitude of 
the lidar beam at the tower and frequent strong vertical 
wind shear just above the trees, no attempt has been 
made to compare mean lidar-derived velocities with 
mean sonic anemometer data.    Therefore, in this paper 
(and in [1]), only the vector components resulting from 
pairs of lidar scans are compared with anemometer data 
averaged over the time it took the lidar to collect a pair 
of scans.  A visual depiction of how the lidar-derived 
vectors were calculated and compared with the sonic 
anemometer time series data is shown in Fig. 4. 

 
Figure 2.  Plan-view of the experimental area. The 
shaded regions from 150o – 210o and 175o – 185o 
azimuth represent the areas covered by “wide” and 
“narrow” PPI scans, respectively.  The vertical tower 
(VT) was located 1.61 km directly south of the REAL. 
The white squares centered on the VT represent the 
image blocks extracted from the gridded PPI scan data 
that were used to compute motion vectors via the cross-
correlation technique. 
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Figure 3.  Diagram showing the approximate altitude, 
spacing, and size of REAL laser pulses with respect to 
the tree tops and the vertical tower at CHATS. This 
diagram is an east-west cross section looking either 
towards (north) or away (south) from the lidar. Shaded 
circles represent laser pulses from one scan at an 
azimuthal scan rate of 4o s−1. At this scan rate, the 
pulses are spaced 11 m apart at 1.61 km range from the 
lidar. 

  
Figure 4. Visual depiction of how anemometer time 
series data were averaged for comparison with the 
vectors derived from lidar scans.  This example 
considers a series of four consecutive PPI scans that 
result in three vectors. The anemometer data are 
averaged over the periods corresponding to when the 
lidar's beam enters the block on the first scan (positions 
1, 5, and 9 in time) and exits the block on the 
subsequent scan (positions 6, 10 and 14 in time). 

3. TIME-SERIES COMPARISONS 
The experiment resulted in over 1000 hours of time 
series comparisons like those shown in Fig. 5, 6, and 7.  
In the time-series comparisons, the colored lines are of 
the slightly averaged sonic anemometer wind 
components (u is the east-west component; v is the 
north-south component) and the black points are the 
result of the cross-correlation algorithm when applied 
to a square block centered on the tower location.  Four 
block sizes were used (shown as squares on centered on 
tower in Fig. 2).  Larger blocks result in less scatter in 
the lidar-derived points and better correlations with the 
sonic anemometer data.  In some cases it is possible to 

achieve good results with the smallest block size (250 
m x 250 m) as shown in Fig. 5.  However, during more 
windy and turbulent conditions, it is necessary to use 
much larger block sizes.   The lidar-derived vector 
components shown in Figs. 6 and 7 used 1 km2 blocks. 

 
Figure 5.  Time series of lidar-derived (black points) 
and averaged sonic anemometer (color traces) velocity 
components for a 4-hour period during light wind 
conditions.  A 250 m x 250 m block size was used for 
the lidar-derived velocity estimates. 

 
Figure 6. Time series of lidar-derived (black points) and 
averaged sonic anemometer (color traces) velocity 
components for a 4-hour period during strong wind 
conditions. A 1 km2 block size was used for the lidar-
derived velocity estimates. 

 
Figure 7. Time series of lidar-derived (black points) and 
averaged sonic anemometer (color traces) velocity 
components for a 4-hour period during moderate wind 
conditions with a frontal passage.  A 1 km2 block size 
was used for the lidar-derived velocity estimates. 

Figure 5 is a good example of the typical performance 
at night when winds are light and variable and the 
atmosphere tends toward stability.  In general, it was 
found that the cross-correlation provides the best 
correlation with the sonic anemometer data at night.   
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Figure 6 is an example of what can be achieved during a 
very windy day when the boundary layer is turbulent 
and near-neutral.  During these conditions, the point to 
point correlation is not that good, but the cross-
correlation algorithm is capable of capturing the mean 
flow.  Again, as pointed out in the previous section, 
means were not computed and compared due to 
uncertainty of the precise altitude of the laser beam at 
the tower and the existence of strong vertical wind shear 
immediately above the trees.   

Figure 7 shows a near reversal in flow direction with the 
passage of a density current front.  The details of this 
case, and 6 others like it, are described in detail in [13].  
This case represents a more moderate range of wind 
speeds than those shown in Figs. 5 and 6. 

In all, 180 245 pairs of vectors were compared for a 
wide variety of weather conditions over the nearly three 
month field experiment.  For each vector computed 
from the lidar data, several scalar variables were 
recorded.  These include wind speed (from the sonic 
anemometer data); turbulent kinetic energy (TKE, 
measured from sonic anemometers); maximum of the 
cross-correlation function (CCF max, from the lidar 
data); and mean signal to noise ratio (SNR) of the lidar 
data in the block area.  It was found that the correlation 
between lidar-derived velocity components and sonic 
anemometer velocity components became worse as the 
TKE or wind speed increased and became better as the 
mean SNR or CCF max increased.   

 
Figure 8.  Distribution of 18 m AGL sonic anemometer 
wind components versus aerosol motion components 
derived from the lidar data after application of the QC 
model.  The linear correlation coefficient for the u-
component comparisons (left panel) is 0.75 and the v-
component comparisons (right panel) is 0.90.  

A quality control (QC) model was developed and is 
described in detail in [1].  It uses the sonic anemometer 
data as a reference to generate equations that can be 
used to predict the difference based on the mean SNR 
and CCF max.  This is useful for discarding low quality 
wind estimates---especially when the algorithm is 
applied to areas on the scan without co-located sonic 
anemometer data. 

Figure 8 is a shaded scatterplot of the comparisons after 
application of the quality control model.  Because of the 
high density of data points, the number of occurrences 
of comparisons was accumulated into 0.2 m s-1 by 0.2 m 
s-1 bins and shaded according the gray shade scale at the 
top. We chose to shade bins (even those containing only 
1 data point) to reveal the behavior of the algorithm 
over all conditions including infrequent high wind 
events.  The vast majority of data points lie within the 
darker shaded region along the dashed identity line.  It 
is important to note that the distribution is also the result 
of the non-uniform distribution of wind speeds and 
directions that were experienced during CHATS.    

4. TWO-DIMENSIONAL WIND FIELDS 
The cross-correlation algorithm can be applied to a grid 
of locations over the entire scan area.  Doing so results 
in vector flow fields such as those shown in Figs. 9 and 
10.   The flow field shown in Fig. 9 is the lidar estimate 
of the two-component horizontal wind field at 00:19:47 
UTC on 26 March 2007.  It was calculated using 1 km2 
blocks and one pair of scans separated by 17 s. Vectors 
were calculated every 10 m in the horizontal Cartesian 
dimensions and streamlines were launched every 100 
m.  At the time, a vortex was located 2.7 km south and 
0.2 km west of the lidar. The flow field also reveals a 
saddle point 3.5 km south of the lidar and 0.3 km east 
of the lidar. In situ data show light (< 3 m s−1) and 
variable winds until approximately 01:30 UTC when a 
uniform WSW flow swept across the region. 

 
Figure 9. Streamlines from the application of the cross-
correlation algorithm to a pair of PPI scans through a 
convective afternoon atmospheric surface layer when 
winds were light and variable.  Scans were separated in 
time by 17 s.  A block size of 1 km2 was applied at the 
grid interval of 10 m.  Streamlines were launched every 
100 m. 
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Figure 10 reveals the flow field when a density current 
front [13] approximately bisected the scans area. Flow 
north of the front was northerly (indicated by blue 
streamlines) and flow south of the front was southerly 
(indicated by red streamlines).  However, in addition to 
the narrow band of convergence at the front, the lidar-
derived flow fields reveal eastward transport of air that 
flows into a vortex centered 3.7 km south and 1.5 km 
east of the lidar. These observations show that flow 
may not rise over the front uniformly and rather may be 
transported significant horizontal distances before being 
swept up into narrow and rapidly rising currents. 

 
Figure 10. Streamlines from the application of the 
cross-correlation algorithm to a pair of PPI scans when 
a density current front was advancing from the south.   
Streamlines are colored according to the sign of the v 
component with blue indicating northerly flow north of 
the front and red indicating southerly flow south of the 
front.  The scans were separated by 30 s and a 1 km2 
block was applied at the grid spacing of 10 m.  
Streamlines were launched every 100 m. 

5. NEXT STEPS 
The CSU Chico Atmospheric Lidar Group is currently 
working on several fronts to improve this capability. 
One effort involves stabilization and remote control of 
the lidar system for long-term and unattended 
operation.  Another effort involves real-time calculation 
of the wind fields using graphical processing units.  We 
are also developing of software to visualize the flow-
fields in near-real-time from any web-browser.  
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Abstract
We use measurements from a pulsed wind lidar to study
the wind speed profile in the planetary boundary layer
(PBL) up to 600 m above the surface at a coastal site.
Due to the high availability and quality of wind lidar
data and the high vertical range of the measurements,
it is possible to study the sensitivity of PBL schemes
of mesoscale models to both lower and upper boundary
conditions. We therefore run the mesoscale weather re-
search and forecasting (WRF) model using two different
roughness descriptions, two different synoptic forcings
and two different PBL schemes at two vertical resolu-
tions. When WRF is compared to the wind lidar data
combined with measurements from a tall meteorological
mast, it is found that the model surface layer fluxes are
largely overestimated and that the vertical wind speed
profile does not have enough shear in the lower part of
the PBL, partly as a consequence of the smooth-to-rough
transition at the coastline. When using a more represen-
tative roughness than the default, the biases in the surface
friction velocity and heat flux are reduced and the wind
speed is slightly improved. Both PBL schemes show too
much mixing during stable conditions and an underes-
timation in the amount of observed low level jet. The
wind speed predicted by WRF does not improve when a
higher resolution is used. Therefore, both the inhomoge-
neous (westerly) and homogeneous (easterly) flow con-
tribute to a large negative bias in the mean wind speed
profile at heights between 100 and 200 m.

1 Introduction
The change of wind speed with height and its develop-
ment in time are key issues for the wind energy indus-
try. As wind turbines get taller, our knowledge of the
wind speed above the surface layer has to be improved.
Recent studies have shown that WRF often poorly rep-
resents turbulent parameters like the friction velocity u∗
and heat flux H [1, 7]. For description, modelling and
forecasting of the behaviour of winds and turbulence it

is essential to have a realistic estimate of the magnitude
of the surface layer fluxes. Verification of the vertical
structure of the PBL often proves difficult, because of
lack of data of sufficient resolution in time and space.
One promising new method for measuring the wind pro-
file is the wind lidar. They have been available for some
time, but recently they improved in terms of reliability,
accuracy and range [5]. Wind speed measurements from
a wind lidar up to 600 m, combined with the observations
from a meteorological mast at a coastal site in Denmark
provide information about both upper air and near sur-
face winds and turbulence. We study the sensitivity of
the wind profile modelled by WRF with two PBL param-
eterizations and two vertical model resolutions to both
lower and upper boundary conditions; the surface layer
momentum flux (by redefining the landuse properties)
and synoptic forcing (by using NCEP final analysis and
ERA interim reanalysis data), respectively. We run WRF
in prognostic mode on a domain covering Northern Eu-
rope for two 15 day periods.

2 Methods
2.1 Observations
A pulsed wind lidar (Windcube70) operates at the Na-
tional Test Station of Wind Turbines at Høvsøre since
April 2010. Wind speeds are measured at a near by me-
teorological mast together with turbulence parameters.
The wind lidar measures wind speed and direction every
50 m starting at 100 m above the ground and reaching up
to 2 km height depending on the aerosol content of the
atmosphere. The wind lidar is equipped with a rotating
silicon prism providing four azimuthal scans 90◦ from
each other at a inclination angle (relative to the zenith) of
15◦. One 360 degree full scan (rotation) is performed ev-
ery 30 s. The data are stored into 10-min average quan-
tities. The reported range of measurements depends on
a threshold on the 10-min averaged carrier to noise ra-
tio (CNR). This threshold (here -22 dB) can also be used
as an estimate for PBL height: because the lidar needs
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Table 1: Observations available at the Høvsøre site

Observations
Data source Heights [m]
Cup C 10, 40, 60, 80, 100, 116.5, 160
Sonic S 10
Lidar L 100–600 (50 m interval)

aerosols to measure the wind speed it cannot measure
above the PBL height and the signal becomes noisy.

The agreement between lidar and cup anemometer
wind speed at 100 m height for the two analysed periods
is excellent. Using linear regression fitted through origo,
gives a correlation coefficient R2 and slope coefficient
of almost 1.00. Due to its high measuring frequency,
the lidar gives very robust statistics compared to radio
soundings.

At Høvsøre the flow is strongly influenced by the sea-
land contrast. The data is classified into two categories
based on the wind direction D at 60 m: the westerly sec-
tor ranges between 225 and 315 degrees and the easterly
sector between 30 and 150 degrees.

2.2 Model
In WRF the vertical diffusion is modelled by the PBL
scheme. We use the first order YSU scheme and the
1.5 order MYNN scheme. The YSU scheme prescribes
the values of the eddy diffusivity Km directly, while the
MYNN scheme uses an additional prognostic equation
for the turbulent kinetic energy. A detailed description
of the PBL parameterization for YSU and MYNN can
be found in Hong et al. [3] and Nakanishi & Niino [4],
respectively. The surface layer scheme calculates the tur-
bulent fluxes u∗0 and H based on a bulk method using
Monin-Obukhov similarity theory (MOST).

3 Results
3.1 Lower boundary conditions
Because u∗0 and H are the most important parame-
ters governing the shape of the wind profile, they were
compared with the model simulation from WRF. The
roughness length z0 and the stability correction φm were
calculated from observations. The roughness length in
WRF was too high, z0 ≈ 0.08, so the value from the ob-
servations, z0 = 0.015, was implemented in WRF (table
2). It is possible that the surface layer scheme calcu-
lates a too high u∗0, because the observed dimension-
less shear in the coastal area can be different from the
modelled one. In the internal boundary layer the dimen-
sionless wind shear can be up to 50% larger than unity,
because U decreases faster with height than u∗ [6]. Al-
though the φm functions was under predicted in WRF,
it was found that this did not contribute significantly to

Table 2: Summary of the model runs and observations for the
two periods 15–30 Sep. and 15–30 Oct.

Name PBL No. vert. levels Boundary
scheme (in range lidar) conditions z0 [m]

M41 MYNN 41 (8) FNL 0.080
Y41 YSU 41 (8) FNL 0.080
M63 MYNN 63 (22) FNL 0.080
Y63 YSU 63 (22) FNL 0.080
MC41 MYNN 41 (8) FNL 0.015
YC41 YSU 41 (8) FNL 0.015
ME41 MYNN 41 (8) ERA 0.080
YE41 YSU 41 (8) ERA 0.080

• Noah land surface scheme

• Thompson microphysics scheme

• RRTM longwave radiation

• Dudhia shortwave radiation

• New Kain-Fritsch cumulus scheme

Table 3: Results from linear regression through origin for the
westerly sector (top, number of samples, N = 1366) and east-
erly sector (bottom, N = 310).

Var. M41 MC41 Y41 YC41
u∗0 1.39 1.10 1.36 1.07
H 1.50 1.09 1.14 0.98
U10 1.05 1.11 1.03 1.08
U100 0.95 0.95 0.94 0.95
U650 0.99 0.98 0.95 0.95
u∗0 1.10 0.99 1.30 1.14
H 1.38 1.07 1.50 1.34
U10 0.95 1.11 1.10 1.26
U100 0.83 0.87 0.91 0.95
U650 0.97 0.97 0.96 0.96

the overestimation in u∗0. Also there was no significant
difference between the φm function for the easterly and
westerly sector, which shows that MOST was valid at the
first model level.

For both easterly and westerly winds, the model runs
M41 and Y41 overestimate u∗0 (table 3). Using lower
roughness in MC41 and YC41 reduces u∗0 to more real-
istic values and similar results are found for the heat flux.
For homogeneous conditions the YSU scheme still has a
large positive bias for H , which was also observed in
[7]. The MYNN scheme does not show this large over-
estimation in H . The 10 m winds were overestimated
in most conditions, even when the surface layer fluxes
showed no bias.

The internal boundary layer that forms at the smooth-
to-rough change results in an high friction velocity at
Høvsøre, which then decreases further inland (figure 1,
right). This is in agreement with experimental and nu-
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Figure 1: Scatter plot of the observed and modelled u∗ with the default (left) and realistic (middle) surface roughness. The right
figure shows u∗ at 5 grid points (M41=red circles, MC41=blue circles and cross=observed) with westerly flow at Høvsøre

merical studies of the flow in the internal boundary layer,
but the effect is found very close to the coastline only
[6]. The equilibrium layer of the internal boundary layer,
where the fluxes are in equilibrium with the new surface
roughness, extents to approximately 16 m at the mete-
orological mast [2]. Therefore it is unrealistic that for
both WRF simulations, the surface layer fluxes have not
reached their equilibrium values after more than 2 km.

3.2 The wind profile and PBL schemes
For the westerly sector the wind speed profiles for the
vertical cross section are shown in figure 2. Upstream at
sea (-4 km), the profiles show a high near surface wind
speed which decreases once the wind crosses the shore-
line. The realistic surface roughness simulations (right)
show a more realistic wind speed at 10 m when an equi-
librium with the surface fluxes forms after several kilo-
meters.

The MYNN scheme adapts quicker to the surface con-
ditions and shows a higher decrease in wind speed at 10
m, whereas the YSU scheme shows deviations between
upstream and downstream profiles up to larger heights.
It is clear that none of the PBL schemes model the high
shear in the layer between 0–200 m. Increasing the ver-
tical resolution from 8 tot 22 levels did not have any no-
ticeable effect on the shear in this layer. For the easterly
sector there was a large under prediction in stable condi-
tions, because WRF did not model the low level jet (not
shown).

3.3 Upper boundary conditions
In figure 2 the observed and modelled wind profiles do
not approach the same geostrophic wind near the top of
the boundary layer. To investigate the effect the simu-
lations were repeated but using the ERA-interim data.
In table 4 the wind speeds at 650 m winds for the two

Table 4: Results from linear regression through origin.

U650

M41 ME41 Y41 YE41
West slope 0.99 0.96 0.95 0.93

R2 0.76 0.78 0.80 0.81
East slope 0.97 0.98 0.96 0.97

R2 0.84 0.83 0.82 0.81

sources of (re)analysis data are shown. The difference
between NCEP final analysis data (M41 and Y41) versus
ERA interim data (ME41 and YE41) is generally small.
Therefore we discard the data used to initialize the model
as the source of under prediction in high level winds.

4 Conclusions
The momentum transfer in the coastal boundary layer
and the shape of the wind profile was modelled with ver-
sion 3.3 of the WRF-ARW model for a four week pe-
riod with flow from the east with homogeneous upwind
conditions and flow from the west with inhomogeneous
upwind conditions. Simulations were performed with a
first and a higher order closure scheme and two vertical
resolutions.

The default roughness in WRF was too high, but sim-
ulations with a lower roughness still gave a over pre-
diction of the surface layer fluxes. This was partially
caused by the large changes in wind profile and surface
layer fluxes in grid points near the coast. The flow ad-
justment in was too slow and the wind profile approach
the corrected surface values only after several grid points
in land. For flow with homogeneous upwind conditions
WRF over estimates the surface layer fluxes with both
the realistic and default surface roughness. This results
in a slightly too high near surface wind speed in WRF.
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Figure 2: Measured and modelled mean wind speed profiles for westerly winds for different grid points in WRF. For the abbrevia-
tions, see table 2

At larger heights there is again an under prediction in
wind speed. This is a consequence of the enhanced mix-
ing of PBL schemes in stable conditions and was found
for both first and second order schemes. The amount and
strength of low level jets was under estimated. Increas-
ing the vertical resolution and using different boundary
conditions did not improve the results for both homoge-
neous and inhomogeneous conditions.

The observed behaviour of the surface layer fluxes and
wind profiles suggest that output from mesoscale mod-
els should be treated with care near the coastline. The
negative wind speed bias in both sectors results in an un-
der estimation of mean wind speed, which is important
for wind turbines that are often located near the shore-
line and becoming larger in size. The new wind lidar
measurements proved to be highly useful for evaluating
the performance of the PBL schemes and will be further
studied for different locations in the near future.
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Abstract
In many applications in the atmospheric surface layer the
turbulent-viscosity hypothesis is applied, i.e. the stress
vector can be described through the vertical gradient of
velocity. In the atmospheric surface layer, where the Cori-
olis force and baroclinic effects are considered negligible,
this is supposedly a good approximation. High resolution
large-eddy simulation (LES) data show that it is indeed
the case. Through analysis of WindCube lidar measure-
ments accompanied by sonic measurements we show that
this is, on the other hand, rarely the case in the real atmo-
sphere. This might indicate that large scale mechanisms
play an important role in the misalignment observed in the
atmosphere. Baroclinicity is one candidate of a such, in-
stationarity another. In this contribution we will present
ongoing work: data from both a WindCube lidar, sonic
anemometers and LES and discuss the results in the con-
text of atmospheric boundary layer modeling.

The measurements are from the Danish wind turbine
test sites at Høvsøre. With the WindCube lidar we are able
to reach heights of 250 meters and hence capture the entire
atmospheric surface layer both in terms of wind speed and
the direction of the mean stress vector.

1 Introduction
We present experimental evidence of misalignment of the
mean stress vector and the vertical gradient of the velocity
vector. If perfectly aligned, the angle

β = tan−1(
dV

dz
/
dU

dz
)− tan−1(〈v′w′〉/〈u′w′〉) (1)

should be zero. In the above equation, U and V are
the two components of the mean wind (often V = 0
from the definition of coordinate system) and 〈u′w′〉 and
〈u′w′〉 are the two components of the mean momentum
flux (Reynolds stresses). That any such alignment should
exist is not clear at all, it is, however, still the main ansatz
behind the turbulent-viscosity hypothesis (Pope, 2000),

widely used in modeling of the atmospheric boundary
layer.

Another interesting and much more studied quantity is
the angle between the mean wind direction and the mean
stress vector, defined as

α = tan−1(V/U)− tan−1(〈v′w′〉/〈u′w′〉). (2)

In the absent of the Coriolis force, which is considered
to be neglected in the atmospheric surface layer, the an-
gle, α should be zero for homogeneous surface condi-
tions. Grachev et al. (2003) discuss the non-zero angle,
observed in offshore conditions, as a result of ocean swell.
In (Barnardes and Dias, 2010; Weber, 1999) the scatter
around zero angle is discussed in terms of averaging and
inhomogeneous surface conditions. We show in this pa-
per, that a systematic angle exists, even for homogeneous
surface conditions. Due to its fixed coordinate system, the
wind lidar seem like the obvious choice of instrument and
its usage in the present context is therefore the main focus
of this contribution.

2 Sonic anemometer measurements
at Bolund

The Bolund measurement campaign in the winter of 2007-
2008 in Denmark (Berg et al., 2011) indicated that the
surface fluxes (sonic measurements in 5 m and 12 m)
were misaligned with the mean wind. Figure 1 shows his-
tograms of α for upstream conditions with fetch lengths
of 800 m and 7 km. The measurements (12 m above sea
level) are carried out on an offshore platform in a shal-
low water fjord and should therefore not be influenced by
swell as discussed in Grachev et al. (2003). The mean
value of α is 15◦ and 21◦ for the two fetch classes, re-
spectively. The variance is, however, much larger for the
shorter fetch, as expected, due to inhomogeneous condi-
tions and accompanying high turbulence levels onshore.
The sign of α is in agreement with an ABL Ekman spiral
in the northern hemisphere (the wind vector is to the right
of the momentum flux vector), although the value is much
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Figure 1: Histogram of α measured at Bolund. Top: Short
fetch, 800 m. Bottom: Long fetch, 7 km. . We have used 30-
min averages of momentum flux and wind speed in neutral/near-
neutral conditions.

higher than we would expect taking the low measurement
height (12 m) into account.

We have also calculated the angle, β, where the gradi-
ent wind speed vector is calculated as a finite difference
between the two heights, 5 m and 12 m. The result is
presented in Figure 2. For the short fetch, the mean of β
equals −10◦ while it is zero for the long fetch as assumed
by the turbulent-viscosity hypothesis. Again the variance
is largest in the short fetch case.

3 Lidar measurements at Høvsøre
The Bolund measurements were done with sonic
anemometers close to the surface. The ultimate goal
would be to monitor the behavior throughout the ABL:
for which sonic anemometers seem inadequate due to the
tall masts needed and alignment issues. We therefore
turn to pulsed lidars, more specifically WindCube from
the French company Leosphere, which have shown to
successfully measure turbulent fluxes in the streamwise
direction by using a two beam technique (Mann et al.,
2010): the authors furthermore find from theoretical con-
siderations that for heights above approximately 50 m,
the constant systematic error on measuring 〈u′w′〉 is ap-
proximately 20%. In this paper the transverse component,
〈v′w′〉, is of equally importance, in principle, if the error
on 〈u′w′〉 is of similar size - we might expect the angles,
α and β to be unbiased by the filtering of the WindCube
measurements. We use the technique described in Mann
et al. (2010) for estimation for both the streamwise and
the transverse component of momentum flux and apply
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Figure 2: Histogram of the angle, β, measured at Bolund. Top:
Short fetch, 800 m. Bottom: Long fetch, 7 km. . We have
used 30-min averages of momentum flux and wind speed in
neutral/near-neutral conditions.

the same quality criterion.
We now look at simultaneous measurements from a

sonic anemometer and the WindCube at the Danish test
site for large wind turbines at Høvsøre (see Peña (2009)
for a site description of Høvsøre). As shown in Figure 3,
where we present measurements of the angle, α, this is
unfortunately not fully the case for all three different sta-
bility cases: for neutral stratification the slope of the best
linear fit is just above 0.7, while it is much lower in the
stable and unstable case. We would expect the best corre-
lation in the unstable case, due to more similar turbulent
integral length scales in the streamwise and transverse di-
rections. This is, however, not observed. It turns out (not
shown) that the transverse component, 〈v′w′〉, is worse
correlated between the sonic anemometer and the lidar
than 〈u′w′〉; even the slightest random error in the sonic
measurements, for example due to flow distortion from
the mast, can alter the correlation. Further studies should
look into this. For the time being we will move on and
look at WindCube measurements all the way through the
surface layer.

In Figure 4 we present vertical profiles of the angles,
α, β and γ, from measurements with a WindCube at
Høvsøre. γ is the wind veer angle and is thus an indi-
cator of the atmospheric Ekman spiral. Only wind speeds
higher than 7 m s−1 are shown. Looking first at the blue
curves representing, α, the largest values are observed
for the stable case (top panel) in agreement with the low
height of the ABL and hence an intensification of the Ek-
man spiral; the two angles, α and γ also seems to follow
the same trend (in all three stability cases). The unsta-
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Figure 3: Sonic anemometers vs. WindCube for measurements
of the angle, α, at Høvsøre in 100 m in Easterly wind for vari-
ous stratification: Top: Stable. Middle: Neutral. Bottom: Unsta-
ble. We have used 30-min averages of momentum flux and wind
speed.

ble profile is rather noisy, but still the trend seems to be
consist of positive values of β. The angles in the neu-
tral case are all lower than in the Bolund case, even at
250 m. The wind direction is easterly, which mean that
the upstream conditions are fairly homogeneous, even far
upstream. We are, however, close (approximately 2 km)
to the west coast of Jylland (Danish main peninsula) and
large horizontal temperature gradients inducing baroclin-
icity could potentially add complexity to the larger scales
(meso-scales) and hence alter the observations.

The purple curves represent the angle, β. For all three
stability classes it is close to zero at 40 m in agreement
with the long fetch measurements from Bolund. It then
grows close to linearly with height. The growth is largest
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Figure 4: Vertical profiles of the angles, α (blue) and β (purple)
and γ (yellow), measured at Høvsøre with WindCube in Easterly
wind. Top: Stable. Middle: Neutral. Bottom: Unstable. We
have used 30-min averages of momentum flux and wind speed.

in the stable case (again the unstable case is very noisy).
This is in contrast with the turbulent-viscosity hypothe-
sis. In wind energy siting applications the hypothesis is
the basis of the state-of-the art numerical models (most
often using K-ε closure). Whether the misalignment doc-
umented here has any practical importance the future will
tell.

For the low wind speed cases (winds smaller than
7 m s−1) the trends observed in the angles, α, β and γ
are amplified, i.e. larger angles as we move up in the at-
mosphere (not shown).

The same results were obtained from pure sonic
anemometer measurements at the meteorological mast at
Høvsøre, so the non-perfect correlations presented in Fig-
ure 3 cannot explain the findings.

4 LES
In order to study the angles, α and β, under more con-
trolled settings, we use high resolution LES. The pseu-
dospectral LES code of Sullivan and Patton (2011) simu-
lates the ABL over flat, homogeneous terrain, with high
temporal and spatial resolution. A database containing
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LES results from this code has been established, for dif-
ferent ABL states and surface conditions. In Figure 5 we
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Figure 5: Vertical profiles of the angles, α (blue) and β (pur-
ple) and γ (yellow) from LES. Top: Stable. Middle: Neutral.
Bottom: Unstable.

present the LES data. The Figure is constructed in the
same way as Figure 4. Besides the exact numbers (the
LES stable case is a low wind speed case with a ABL
height of 150 m), the main difference from the WindCube
data presented in Figure 4 at Høvsøre is the zero angle ob-
tained for β throughout the surface layer. I.e. the momen-
tum flux and the vertical gradient of the velocity vector is
aligned.

5 Final comments
From comparing the measurements from Bolund,
Høvsøre and the LES data one thing is certain: we need
a theory including more than just the local micro scales.
LES is in many ways the logical starting point, since they
only include the micro scales. Setting appropriate bound-
ary conditions, for example a horizontal temperature gra-
dient to mimic meso-scale effects, in future LES might
seem like a way to go. We should also study other sites
with different geography, how does the growth of numer-
ous internal boundary layers affect the transverse momen-
tum flux? The new Danish site of Østerild will be ex-

plored in the near future.
Besides sonic anemometers and WindCube lidar we

will also try to use the continuous-wave lidar, ZephIR
from QinetiQ (Natural Power). Its problem with mea-
suring in the transverse direction should, however, be ad-
dressed before any reliable estimate of the momentum
flux vector can be obtained.

JB would like to thank fellow colleague Ameya Sathe for
helping out a newbie on WindCube issues. The work was
partially supported by the http://www.comwind.
mek.dtu.dk Center for Computational Wind Turbine
Aerodynamics and Atmospheric Turbulence under the
Danish council for strategic research, Grant No. 09-
067216.
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Turbulence measurements using six lidar beams
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DTU Wind Energy, Risø campus, Frederiksborgvej 399, 4000 Roskilde, Denmark

Abstract
The use of wind lidars for measuring wind has increased
significantly for wind energy purposes. The mean wind
speed measurement using the velocity azimuth display
(VAD) technique can now be carried out as reliably as the
traditional instruments like the cup and sonic anemome-
ters. Using the VAD technique the turbulence measure-
ments are far from being reliable. Two mechanisms con-
tribute to systematic errors in the measurement of tur-
bulence. One is the averaging of small scales of turbu-
lence due to the volume within which lidars measure wind
speed. The other is the contamination by the cross com-
ponents of the Reynolds stress tensor, which arises be-
cause, in a VAD scan the lidar beams are combined to ob-
tain different components of the wind field. In this work
we demonstrate theoretically, how the contamination by
the cross components can be avoided by using the mea-
sured variances of the line-of-sight velocities of six lidar
beams. Under certain assumptions the volume averaging
can then be avoided using the ensemble averaged line-of-
sight Doppler velocity spectra. In this way, we can then
in principle measure the true turbulence using six lidar
beams.

1 Introduction
If say we had a perfect instrument that could measure the
wind speed then we could measure all scales of turbu-
lence without having to worry about any flow distortions.
We imagine that such a dream instrument would have in-
finitely small measuring volume and would stably float at
different points in space. Unfortunately, we do not live in
a ’Harry Potter’ world that have magic wands to virtually
do anything, simply with a wave of a wand. We then have
to deal with real-world instruments that have a finite mea-
suring volume and a certain geometry. At present the best
available instruments to measure turbulence are the sonic
anemometers. These instruments need to be mounted on a
meteorological mast (met-mast), and care has to be taken
to avoid flow distortions due to the mast and the instru-
ment itself. Met-masts are expensive structures, particu-
larly as their sizes increase with the increasing height of
the wind turbines (> 150 m). With rapid expansion of

offshore wind energy the cost of installing a met-mast in
water increases manifold. If wind turbines would have
been confined to only onshore sites and their sizes would
have remained relatively small (say up to 50 m) then the
wind energy industry would have been content with tra-
ditional met-mast anemometry. With new developments,
the motivation to look for alternative ways of measuring
wind speed has grown manifold. Fortunately, lidars are
being investigated in their ability to measure wind speeds.

For wind energy purposes, lidars have been used only
recently (since 2006). For meteorological studies they
have been used for quite a long time (since 1960s). For
wind energy purposes their utility in measuring the mean
wind speed has been verified in several studies [Kindler
et al., 2007, Peña et al., 2009, Smith et al., 2006]. In
all these studies the velocity azimuth display (VAD) tech-
nique was employed in data processing. Turbulence mea-
surements are however subjected to large systematic er-
rors. Sathe and Mann [2012], Sathe et al. [2011] explain
in detail these systematic errors. Two sources of system-
atic errors that render imprecise turbulence measurements
are:

1. Averaging due to the large sample volume within
which lidars measure wind speed

2. Contamination by the cross components of the
Reynolds stress tensor

The first source of systematic error results in reducing the
amount of measured turbulence. The second source of
systematic error results in increasing the amount of mea-
sured turbulence. The combined result of these two con-
trasting effects depends on the type of the lidar (continu-
ous wave or pulsed), height of the measurement, and at-
mospheric stability [Sathe et al., 2011]. In this work we
demonstrate theoretically, how in principle it is possible
to counter these sources of systematic errors.

2 Theoretical Considerations

At first it is useful to see mathematically how the cross
components of the Reynolds stress tensor (Rij) contribute
in the measurement of turbulence using the VAD scan.

1
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According to Sathe et al. [2011],

〈v′mv′n〉lidar =
∫

Φij(k)Xi
m(k)X∗

j
n(k) dk, (1)

where v = (u, v, w) is the wind field, 〈v′mv′n〉lidar is
the component of the Reynolds stress tensor, Φij(k) is
the three dimensional spectral tensor, k = (k1, k2, k3)
is the wave vector,

∫

dk ≡
∫∞
−∞

∫∞
−∞

∫∞
−∞ dk1dk2dk3,

Xi
m(k) is the weighting function for the mth component

of the wind field and ∗ denotes complex conjugation. In
Eq. (1) the Einstein summation is clearly evident on the
right hand side.

2.1 How to get rid of contamination by the
cross components of the Reynolds stress
tensor?

Instead of using a VAD scan, Eberhard et al. [1989] pro-
posed using variances of the line-of-sight velocities. From
simple geometrical considerations we then get,

〈v′r
2〉 = 〈u′2〉 sin2 φ cos2 θ + 〈v′2〉 sin2 φ sin2 θ

+ 〈w′2〉 cos2 φ+ 2〈u′v′〉 sin2 φ sin θ cos θ

+ 2〈u′w′〉 sinφ cosφ cos θ

+ 2〈v′w′〉 sinφ cosφ sin θ

(2)

where 〈v′r
2〉 is the line-of-sight velocity variance, v′iv

′
j

are the components of the Reynolds stress tensor for
i, j = 1..3, θ is the azimuth angle and φ is the half-
opening angle. Thus, if we orient the lidar beams
at certain θ and φ then 〈v′r

2〉 is only a function
of six unknown components of Rij . If we denote

Σ =
(

〈u′2〉, 〈v′2〉, 〈w′2〉, 〈u′v′〉, 〈u′w′〉, 〈v′w′〉
)

as a
matrix of six unknown components of Rij and S =
(

〈v′r1
2〉, 〈v′r2

2〉, ..., 〈v′r6
2〉
)

as a matrix of the variances of
line-of-sight velocities, then mathematically we can write
(from Eq. 2),

Σ = M−1S (3)

where, M is a 6 × 6 matrix of the coefficients of Σ.
In principle we then need six lidar beams to measure
Rij . However, choosing any random combination of li-
dar beams would introduce random errors in the measure-
ment of Rij . In order to minimize the random errors in
the measurement of Rij , Sathe [2012] derived the objec-

tive function,

Minimize f(X) =

Tr


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
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



M−1M−1T

















subject to constraints,
0◦ ≤ θi|i=1..6 ≤ 360◦

0◦ ≤ φi|i=1..6 ≤ 45◦

(4)

where X = (θi, φi)|i..6. By optimizing Eq. (4),
we get the optimum configuration as given in table 1.
Substituting the values of θi, φi from table 1 in Eq. (3)

Table 1: Optimum configuration

i 1 2 3 4 5 6
θi 0 72 144 216 288 288
φi 45 45 45 45 45 0

we can then estimate Σ from the measurements of S. We
thus obtain Rij without any contamination by the cross
components.

2.2 How to get rid of volume averaging?
To get rid of volume averaging Mann et al. [2010] de-
rived an expression for a continuous wave lidar such that
ensemble averaged Doppler spectra is used instead of in-
dividual Doppler spectra. Mathematically, it is given as,

〈S(vr)〉 =
∫ ∞

∞
ϕ(s)p(vr(s))ds, (5)

where 〈S(vr)〉 is the ensemble averaged Doppler spectra,
ϕ(s) is the weighting function, and p(vr(s)) is the prob-
ability density function of vr at position s. By assuming
a reasonable p(vr(s)) (e.g. Gaussian) we obtain 〈S(vr)〉
as a function of unfiltered line-of-sight velocity variance
σ. Using the measurements we can then fit Eq. (5) and
obtain σ.

3 Results
Using the theoretical considerations from section 2, we
compare the theoretical calculations of the ratio of vari-
ances measured by lidar (continuous wave and pulsed)
and that of a point measurement. Owing to lack of mea-
surements we could not get rid of volume averaging. We
make the comparisons for three stability conditions, neu-
tral, stable and unstable. The ZephIR manufactured by
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Natural Power is used as a continuous wave lidar, and the
WindCube manufactured by Leosphere is used as a pulsed
lidar. Fig. 1 shows the comparison of the ratio of the vari-
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Figure 1: Ratio of ZephIR (QQ) and Windcube (WC)
variances with respect to the point variances under neu-
tral conditions using the six Beam approach and the VAD
(conical) scan

ances measured by lidar to that of the point measurement
using the VAD scan and the six beam method. We define
systematic error as the deviation of the lidar measured tur-
bulence with respect to the true turbulence. Thus, the far-
ther the ratio is from one the more the systematic error.
At first it is clearly seen that the variances are attenuated
significantly for both lidars, particularly for the w com-
ponent using the VAD scan. Since the six beam method
uses one vertical beam the attenuation is reduced signif-
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Figure 2: Same as Fig. 1 but under stable conditions

icantly. For the continuous wave lidar the systematic er-
rors increase with height, whereas for the pulsed lidar they
decrease with height using both measurement techniques.
This is because the measurement volume of the continu-
ous wave lidar increases quadratically with height result-
ing in greater averaging of turbulence. For a pulsed lidar
the measurement volume is constant with height. Further-
more it is interesting to note that using a VAD scan for the
pulsed lidar there is hardly any systematic error at greater
heights. This is because the averaging of turbulence in
the measurement volume is compensated by the contam-
ination by the cross components of Rij . Informally, we
can say that the pulsed lidar measures the right turbulence
for the wrong reasons. Therefore one should be careful
in using the turbulence measurements by the VAD scan-
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Figure 3: Same as Fig. 1 but under unstable conditions

ning technique even if the systematic errors seem negligi-
ble. Its implications are clearly seen when we study tur-
bulence spectra [Sathe and Mann, 2012]. For the six beam
method the only systematic errors are due to the volume
averaging. This is much more evident when we observe
Fig. 3 for the pulsed lidar, where we see overestimation
of turbulence using the VAD scan. This is because under
unstable conditions turbulence scales are large and there
is not much averaging in the measurement volume. How-
ever, the contamination by the cross components results
in measuring more turbulence. For the six beam method
we can see that there is no overestimation of turbulence.
Under stable conditions (Fig. 2), we observe much more
averaging of turbulence due to smaller turbulence scales
than under neutral and unstable conditions.

4 Conclusions
The VAD scan should not be used for turbulence mea-
surements since they result in obvious systematic errors;
volume averaging and contamination by the cross compo-
nents. Thus, even if we had a perfect lidar where there
was no volume averaging there will always be contam-
ination by the cross components of the Reynolds stress
tensor. The six beam method in principle does not suffer
from the contamination by the cross components, and has
the potential to measure precise turbulence, if and when
we get rid of the volume averaging.
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ABSTRACT 
Investigators at the Cooperative Institute for Research 
in Environmental Sciences (CIRES) and the Earth 
System Research Laboratory (ESRL) have developed a 
new, award-winning, frequency modulated, continuous 
wave (FM-CW) S-band radar for precipitation and 
potentially boundary-layer science.  The radar is part of 
a larger project with the California Department of 
Water Resources to bring a 21-st century observing 
system to bear on the state’s water resources and flood 
protection issues.  The radar uses vertical profiles of 
radar reflectivity and Doppler vertical velocity to 
measure the snow level, the altitude in the atmosphere 
where falling snow changes into rain.  This level is 
taken to be the altitude of the peak radar reflectivity in 
the radar bright band resulting from the melting 
process.  The snow level is important to the 
hydrometeorological prediction, especially in the 
mountainous areas, because it determines the amount of 
a basin that is exposed to rain versus snow.  The current 
design is able to detect the snow level during 
precipitation by transmitting less than 1.0 W of power.  
Even with this low-powered transmitter, clear-air 
boundary layer echoes have been detected.  A new 
version of the radar currently being built will use a 
higher powered transmitter that will enable more robust 
detection of boundary layer echoes, including the 
convective boundary layer capping inversion.  This 
paper will describe the network of snow-level detecting 
radars being deployed in California and will examine 
the potential application of this instrument to scientific 
problems involving the planetary boundary layer.   

1. INTRODUCTION
In the early 1970s, NOAA’s Wave Propagation 
Laboratory (a predecessor to the current ESRL) 
developed a FM-CW radar for clear-air studies in the 
lower atmosphere.  This radar operated at S-band 
frequencies (2800-3000 MHz) and demonstrated 
observations of clear air turbulence in the boundary 
layer with 1 meter resolution [1].  The authors in [1] 
also observed many insects in the data, but were able to 
discriminate clear-air returns from insect returns.  In 
this radar the first ranges were close enough to the radar 
that insects could be detected visually and followed 
through the observations. 

During the same period, NOAA’s Aeronomy 
Laboratory (another ESRL predecessor) developed 
pulse Doppler radars for clear-air studies of the 
atmosphere.  Gage and Balsley [2] reviewed the pulse 
technique showing wind measurements to 20 km 
heights.  Pulsed systems were eventually developed at 
several frequencies (50 MHz, 404 MHz, 449 MHz, 915 
MHz, and 1290 MHz) becoming useful instruments for 
wind measurement in a variety of applications and 
environments. 

Both techniques showed promise for probing the 
atmosphere.  Due to the high frequency of the S-Band 
FM-CW, its clear-air performance was limited to the 
lowest parts of the troposphere, but provided very high 
resolution.  By utilizing much lower frequencies, the 
pulsed systems demonstrated the ability to measure 
winds into the stratosphere, at much coarser vertical 
resolution. 

In the 1990s, interest in the vertical structure of 
precipitating clouds led the Aeronomy Laboratory 
researchers to adapt the pulsed Doppler wind-profiler 
techniques to S-band for the study of precipitation 
processes [3].  This pulsed S-band became the S-PROF 
radar system used by ESRL researchers for 
precipitation and weather research.  Five S-PROF 
radars are currently in use, two of which utilize the 
original WPL FM-CW antennas. 

The S-PROF pulsed radars have exhibited robust 
operation in many field campaigns.  In 2007, a need 
arose to develop a snow-level sensing radar to support 
the California Department of Water Resources.  A 
lower cost system was desired, so that more sites could 
be monitored.  Additionally, several minor issues with 
the pulsed radars needed to be addressed.  The three 
major issues with the S-PROF radars are range 
resolution, loss of sensitivity with snow, and low 
altitude performance.  This led ESRL/CIRES 
researchers to develop a new S-band FM-CW radar. 

2. SNOW-LEVEL RADAR DESCRIPTION 
The Snow Level Radar (SLR) is an FM-CW radar 
designed for all weather operation.  One of the 
problems encountered with the S-PROF radars is high 
attenuation when the radar antennas are covered with 
melting snow.  Figure 1 shows the SLR at Colfax, 
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California in December 2009.  The transmit and receive 
antennas are located in the shrouds, with steep covers to 
let snow slide off.  The radar electronics are located in 
the equipment enclosure located between the two 
antennas.  The entire radar uses a utility trailer as a 
platform, making these systems easily transportable. 

The SLR transmits a 730 mW signal, with a center 
frequency of 2835 MHz. The SLR uses the Double-FFT 
processing technique described by Barrick [4] and by 
Strauch [5].  The first FFT converts the received signal 
from frequencies to range each sweep.  The second FFT 
converts the sweep to sweep data to velocity spectra at 
each range.  After the first FFT, the data are composed 
of complex voltages as a function of range, just like the 
data in a pulsed radar system.  This allows the use of 
ESRL’s pulse Doppler analysis software and algorithms 
to be used with negligible changes.  The output data 
formats are the same as ESRL’s pulsed systems so no 
additional software development was required to 
analyze and display the data. 

Typical operating parameters for the SLR give 252 
range gates spaced every 40 m starting at 40 m above 
the radar, extending to 10 km.  The full scale Nyquist 
velocity is 23 m s-1.  Approximately 100 256-point 
power spectra are averaged together to give 30 second 
reflectivity and velocity profiles. 

The reflectivity and velocity profiles are used as inputs 
to the automated brightband detection algorithm 
developed by White [6] to compute snow levels from 
radar data every 10 minutes.  The snow-level data are 
transmitted from each radar every hour to provide near 
real-time information about precipitation and snow-
level above the radar site. 

A variation of the SLR is being constructed.  Instead of 
a 1 W output, it will have 12 W output.  This will 

increase the sensitivity of the SLR so it can be used for 
observing some clear-air turbulence in the boundary 
layer.

3. RADAR DATA 
Working with other agencies, ESRL has installed seven 
SLR radars in the central valley of California; shown in 
Figure 2.  Data from six of these radars is shown in 
Figure 3, as displayed on the Internet:   
(www.esrl.noaa.gov/psd/data/obs/).  The top panel is 
the northernmost site, Happy Camp.  The panels then 
proceed the next site south, Shasta Dam, then Oroville 
Dam, Colfax, New Exchequer Dam, and the 
southernmost site, Pine Flat Dam. 

Relative radar reflectivity is shown the contours in Fig. 
3.  Many features common in the SLR data are shown.  
When there is stratiform rain, the brightband is very 
evident.  In the Oroville and Colfax systems, there are 
instrumental artifacts which create lines in the data.  
When it is not raining, ground clutter, birds, and some 
clear-air turbulence are evident in the backscattered 
signals. 

The speckled region starting about 0300 UTC on 31 
March in the Pine Flat data (lowest panel) is a nocturnal 
bird migration.  This migration is evident in other 
radars, but is clearest at Pine Flat.  The migration starts 
about an hour after sunset, continuing nearly to sunrise. 

There are hints of the top of the daytime convective 
boundary layer in several of the radars.  The clearest 
boundary layer is in the Colfax data, about 2000 UTC 
on 30 March, with a height near 2 km. 

4. RADAR SENSITIVITY 
The data from a SLR has been calibrated to absolute 
units by comparison with a tipping bucket rain gage.  

Figure 1.  The SLR located in Colfax, CA with the snow, 8 
December 2009.  The transmit and receive antennas are
located under the slanted plastic covers. 

Figure 2.  Map of snow-level radars in central California. 
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The radar calibration constant was determined so that 
the total accumulation of rain observed the SLR 
matched the amount measured by the rain gage for the 
same storm.  This provides a calibration of the radar so 
that estimates of the sensitivity of the radar can be 
computed.  White, et al, [7] determined the calibration 
for the S-Band pulsed system, with 100 m pulses.   

Figure 4 shows the minimum detectable reflectivity for 
precipitation for the FM-CW SLR and the S-PROF 
radar.  The 100-m S-PROF curve shows the calibration 
of [7].  The curve to farthest to the right shows the 
calibrated SLR value.  The next curve shows the 
standard 60 m data from S-PROF is 8 dB more 
sensitive than the SLR.  The dashed grey curve is the 
calibration curve for the S-PROF operating with 100 m 
resolution described in [7].  The dashed black curve 
shows the expected performance of a SLR with a 12 W 
transmitter is close to S-PROF sensitivity. 

Once a calibration factor has been determined, it is 
straightforward to convert from the volume reflectivity 
for raindrops to a volume reflectivity for clear air based 
on the structure parameter for the index of refraction, 
Cn

2.  Figure 5 shows the same curves as Figure 4, 
scaled for the clear air backscatter.  The SLR normally 
operates with a full-scale velocity of 24 m s-1.  For 
operation in clear-air, the full-scale velocity can be 
changed to 12 m s-1, which will give 3 dB more 
sensitivity to the radar, as shown in Fig. 5. 

5. CONCLUSIONS 
ESRL’s new FM-CW radar has demonstrated the 
ability to monitor the brightband and determine snow 
levels.  This new instrument is not as sensitive as the S-
PROF radars.  The addition of a higher power 
transmitter will bring the sensitivity close to the S-
PROF performance.  Even with the high power 
amplifier, the SLR cost is a small fraction of the S-
PROF system.  
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Figure 4.  Curves showing the minimum detectable signal for
SLR and S-PROF radars for precipitation backscatter. 

Figure 5.  Curves showing the sensitivity of S-PROF and 
SLR to clear-air turbulence backscatter. 
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Figure 3.  Relative reflectivity for six  SLRs for 30-31 March 2012.  The radars are displayed in north to south order. 
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