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 LIM coastal skill is largely due to capturing ENSO teleconnections impacting the West 16 

Coast, and Gulf Stream modulation for the East Coast. 17 
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Abstract 19 

A Linear Inverse Model (LIM) is constructed to evaluate predictability of seasonal sea surface 20 

temperature (SST) and height (SSH) anomalies over the ice-free global ocean. Its ensemble-21 

mean hindcast skill is also compared to that of the North American Multi-Model Ensemble 22 

(NMME) for 1982-2010. Both have similar skill for dominant modes of SST variability, but 23 

regional NMME SST skill is somewhat higher in many locations. However, the LIM has 24 

considerably more Atlantic and Southern Ocean SSH skill. Skill is generally comparable along 25 

the North American coastline, but LIM skill is greater for several highly productive coastal zones 26 

and East Coast tide gauge stations. Diverse, often predictable ENSO events drive teleconnections 27 

providing predictability in the North Pacific and along the US West Coast. Predictability in the 28 

Atlantic and along the US East Coast is associated with Gulf Stream strength modulation. 29 

Overall, the LIM shows potential for seasonal prediction of coastal ocean conditions. 30 

Plain Language Summary 31 

Marine resource management requires a skillful forecast of coastal ocean conditions. Here we 32 

developed and used an empirical prediction system to benchmark the operational system’s 33 

seasonal prediction skill and understand the source(s) of predictability over the North American 34 

Coast. Both systems’ skills are generally comparable, but the empirical system’s skill is greater 35 

for several highly productive coastal zones and East Coast tide gauge stations. The results 36 

indicate that the remote impacts of ENSO provide predictability along the US West Coast. 37 

Predictability along the US East Coast is associated with Gulf Stream modulation. Overall, our 38 

empirical system shows potential for seasonal prediction of coastal ocean conditions. 39 

1 Introduction 40 

Coastal marine ecosystems are strongly impacted by changes in ocean circulation and 41 

stratification, which lead to the geographic redistribution of available nutrients and oxygen and, 42 

in turn, marine species (Doney et al., 2012; Capotondi et al., 2019a). Therefore, skillful 43 

prediction of coastal ocean conditions is increasingly needed for marine resource management 44 

(Jacox et al., 2020). In fact, within the Large Marine Ecosystems (LMEs), relatively large coastal 45 

zones where primary productivity is higher than in the open ocean, sea surface temperature (SST) 46 

hindcast skill from the numerical models of the North American Multi-Model Ensemble (NMME; 47 

Kirtman et al., 2014) is large enough to be potentially useful (Stock et al., 2015; Hervieux et al., 48 

2019). Recently, in a comprehensive review of seasonal-to-interannual prediction methods and 49 

their skill within North American coastal marine ecosystems, Jacox et al. (2020) suggested not 50 

only that prediction skill may be maximized via a hybrid statistical-numerical prediction 51 

approach, but also that statistical prediction alone could be competitive with numerical 52 

prediction. 53 

This paper explores North American coastal forecast skill using a global Linear Inverse 54 

Model (LIM; Penland and Sardeshmukh, 1995; hereafter PS95). The LIM is an empirical 55 

dynamical model that may diagnose potential spatiotemporal variations of skill, since its 56 

forecasts are often competitive with numerical model forecasts. For example, Newman and 57 

Sardeshmukh (2017; hereafter NS17) showed that a tropical LIM had similar tropical Indo-58 

Pacific SST skill to the grand ensemble mean of the NMME operational models and that the LIM 59 

itself largely predicted the spatial and temporal skill variations of both models. LIMs have been 60 

constructed for other regions, including the Pacific and the Atlantic Ocean basins (Hawkins and 61 
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Sutton, 2009; Hawkins et al., 2011; Zanna, 2012; Newman et al., 2016; Huddart et al., 2017; 62 

Dias et al., 2018; and many others). However, the LIM has rarely been applied globally, nor has 63 

its coastal skill explicitly been evaluated. Here we do both, extending the approach of NS17 to 64 

cover most of the ice-free global ocean (60ºS-65ºN), yielding a global skill benchmark of the 65 

current generation of coupled climate models that allows for estimating potential source(s) of 66 

predictability. We then specifically evaluate prediction skill along the North American coastline, 67 

focusing on monthly SST anomalies within LMEs and sea surface height (SSH) anomalies 68 

observed at numerous tide gauge stations, and diagnose how large-scale global dynamics impact 69 

the potential for such skill. 70 

2 Methods 71 

2.1 Data 72 

We analyzed seasonal hindcasts for 1982-2010 made by nine NMME models (note that 73 

only five models provide SSH hindcasts; detailed in Supporting Information Table S1). Ocean 74 

observations, used to evaluate NMME hindcasts and construct the LIM, are monthly SSTs from 75 

the HadISST dataset (Rayner et al., 2003) and SSHs from the ECMWF ocean reanalysis system 76 

ORAS4 (Balmaseda et al., 2013), during the period 1961-2010. All observations and NMME 77 

hindcasts were interpolated to a common 1 latitude  1 longitude grid before analysis. 78 

To determine the observed anomalies, we removed the climatological annual cycle at 79 

each grid point from the monthly SST and SSH observations. For the NMME hindcasts, each 80 

model’s mean bias was corrected at each grid point by subtracting the mean difference between 81 

the model hindcasts and the observations for each target month and each forecast lead (Barnston 82 

et al., 2015). The multi-model ensemble mean (hereafter, NMME-mean) was then constructed by 83 

averaging all individual bias-corrected ensemble members of SST (SSH) within the available 84 

nine (five) models. 85 

2.2 Linear Inverse Model 86 

The evolution of an anomalous climate state vector  may be approximated with the 87 

stochastically forced, stable linear dynamical system: 88 

,        (1) 89 

where Lx  represents predictable linear dynamics and  represents white noise forcing by the 90 

unpredictable rapidly decorrelating remainder (PS95). Determining (1) empirically from 91 

observed covariances yields a LIM, as described in PS95. LIMs are low-order models, typically 92 

constructed from the leading Principal Component (PC) time series of a reduced Empirical 93 

Orthogonal Function (EOF) space. Given limited data availability, the matrices L  and S  are 94 

assumed state-independent; then, the infinite-member ensemble-mean forecast at lead  95 

becomes 96 

,        (2) 97 

where  is the linear system propagator. 98 
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Our LIM is a global extension of NS17 with these key differences: (i) The latitude range 99 

was extended from the Tropics to cover 60ºS to 65ºN; (ii) We used only SST and SSH anomalies 100 

within the state vector, whereas NS17 also used winds; (iii) Our EOF truncation captured less 101 

domain-integrated SST variance (62% here vs. 85% in NS17); and (iv) We used only HadISST 102 

for the SST dataset. Other details of our LIM construction, including the “tau-test” of the linear 103 

approximation (PS95; Fig. S1), are in the Supporting Information Text S1 and S2; see also NS17. 104 

2.3 Hindcasts and skill evaluation 105 

As in NS17, we used “ten-fold” cross-validation to evaluate the independent skill of 106 

ensemble-mean LIM SST and SSH hindcasts (see Supporting Information Text S1 for additional 107 

details). To match the start dates of the NMME-mean hindcasts, which were initialized on (or 108 

near) the first day of each month, each LIM hindcast was initialized with the monthly mean 109 

observations centered on the previous month. Therefore, the 1-month lead LIM forecasts were 110 

compared to the 0.5-month lead NMME forecasts, where both are named the “Month 1” forecast, 111 

and so on for increasing forecast leads. 112 

Prediction skill was measured by local anomaly correlation (AC) and root-mean-square 113 

error based skill score (RMSSS; Barnston et al., 2015). We estimated 95% confidence intervals 114 

for AC and its differences using the two-tailed student’s t-test. Since the sampling distribution of 115 

AC is generally not normal, the ACs were first converted to Fisher’s z-statistic, and then the 116 

confidence interval was computed (Zwiers and von Storch, 1995). All significance tests were 117 

performed with domain-averaged effective degrees of freedom estimated at each grid point from 118 

observations during the hindcast evaluation period 1982-2010. 119 

2.4 LIM anomaly growth and predictability 120 

Assessing LIM predictability is straightforward since (1) distinguishes between 121 

predictable signal and unpredictable noise. For any infinite-member ensemble-mean perfect 122 

model forecasts, the average AC between forecasts at the lead time  and the corresponding 123 

verification is a function of the forecast signal-to-noise ratio (Sardeshmukh et al., 2000), which 124 

for the LIM is related to the predictable forecast signal covariance (Newman et al., 2003; NS17; 125 

see Supporting Information Text S3). Though LIM dynamics are stable, some anomalies undergo 126 

substantial growth over finite time intervals, yielding larger forecast signals and greater 127 

predictability. This growth is diagnosed through the Singular Value Decomposition of , 128 

generating singular vector (SV) pairs where each right SV evolves into its corresponding left SV 129 

over the interval , with amplitude change determined by the corresponding singular value 130 

(Farrell, 1988; Lacarra and Talagrand, 1988; PS95; Vimont et al., 2014). The maximum increase 131 

in domain-integrated variance occurs when the initial state is proportional to the leading right 132 

singular vector, with maximum amplification factor equal to the square of the leading singular 133 

value. More generally, a subspace of growing SVs, associated with singular values greater than 1, 134 

together contribute to anomaly growth and related skill over a given time interval (Fig. S2). 135 

Additional details are in the Supporting Information Text S4. 136 
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3 Hindcast Skill Evaluation 137 

3.1 Global skill 138 

Figure 1 compares the Month 6 LIM and NMME-mean AC skill of predicted SST (top 139 

row) and SSH (bottom row) anomalies. Results at other leads (not shown) present similar 140 

patterns and lead to similar conclusions, as does the RMSSS (Fig. S3). Overall, the LIM and 141 

NMME-mean have comparable SST skill patterns and amplitudes, although there are some 142 

notable regions of lesser LIM skill. For example, skill is quite similar in the central equatorial 143 

Pacific (see also Fig. S4a) but not in the eastern equatorial Pacific. [In fact, a Tropics-only LIM 144 

is also more skillful than our global LIM in the eastern equatorial Pacific (not shown, but see 145 

NS17), which might be a drawback of the global approach.] On the other hand, the global LIM 146 

still has higher skill than the NMME-mean in the far western equatorial Pacific, where the 147 

NMME-mean forecasts cannot produce the correct anomalous SST horseshoe ENSO pattern 148 

(NS17), and in the subtropical eastern Pacific, extending up towards the US West Coast. 149 

 150 

 151 

Figure 1. Maps of (a) SST and (b) SSH AC hindcast skill from the (left) LIM and (middle) NMME-152 
mean at Month 6 during the period 1982-2010. (right) Difference maps of Month 6 AC skill 153 
during the same period. Dotting indicates skill and difference values that are insignificant at 154 
the 95% confidence interval. 155 

 156 

The global LIM provides substantial, but not uniform, extratropical SST skill. Both 157 

models are generally comparable in the North Atlantic, with the LIM even a little more skillful 158 

within the Gulf Stream region; both models also have similar skill for the Atlantic Multidecadal 159 

Oscillation (AMO) index (Fig. S4b). In most of the South Atlantic, the NMME-mean skill is not 160 

high, but the LIM is worse. In the Pacific, both LIM and NMME-mean have similar skill patterns, 161 

especially in low and mid-latitudes, but the NMME-mean has somewhat higher values. Farther 162 

north, this skill difference increases, except along the west coast of North America where both 163 

models’ skill is similar. Consequently, the difference in LIM and NMME-mean Pacific Decadal 164 

Oscillation (PDO) index hindcast skill is small (Fig. S4c), with the LIM a little more (less) 165 

skillful than the NMME-mean for forecasts made for the spring (winter) months. 166 

The LIM also provides skillful SSH hindcasts. For example, Month 6 AC skill is higher 167 

than 0.6 in most regions. This contrasts with the NMME-mean, whose hindcast skill is largely 168 
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limited to the ENSO-impacted Indo-Pacific and along the west coast of North America, where 169 

skill somewhat exceeds the LIM. The absence of skill elsewhere for the NMME-mean, 170 

especially in comparison to the LIM (Fig. 1b), is particularly stark throughout much of the 171 

Atlantic and Southern Oceans and within the North Pacific western boundary region. 172 

 3.2 North American coastal skill 173 

Both models generally have comparable skill along much of the world’s coastlines (Fig. 174 

1), but here we will focus upon North America. We repeated the Hervieux et al. (2019) analysis, 175 

comparing LIM and NMME-mean SST skill within the eleven North American LMEs (see map 176 

in Fig. 2). Figure 2 shows LIM skill for each LME as a function of verification month and 177 

forecast lead, alongside the LIM and NMME-mean skill difference (see Fig. S5 for NMME-178 

mean skill). In general, skill differences are small, statistically significant at the 95% confidence 179 

level for only a few LMEs and only specific seasons. For example, the NMME-mean is more 180 

skillful in the Aleutian Islands, East Bering Sea, and Gulf of Alaska LMEs, but not uniformly 181 

and significantly during winter. In contrast, the LIM is more skillful within regions strongly 182 

influenced by ENSO, such as the California Current and Gulf of California LMEs, although only 183 

significantly during spring. Interestingly, the LIM is also more skillful along the northeastern US 184 

coast, especially in the Scotian Shelf, perhaps because the Gulf Stream in some CGCMs tends to 185 

separate from the coast further north than observed (Griffies et al., 2015; Schoonover et al., 186 

2016). 187 

Next, we verified SSH skill against monthly sea-level observations at ten tide gauge 188 

stations along the North American coast plus Honolulu (Fig. 3), drawn from the Revised Local 189 

Reference (RLR; https://www.psmsl.org) dataset during 1982-2010. Since the hindcast grid is 190 

too coarse to resolve the coastline, we used the nearest hindcast grid point for those stations 191 

outside the grid. The LIM is notably more skillful than the NMME-mean for all the Atlantic 192 

coastal stations, significantly during summer and fall for Charleston, Baltimore and Philadelphia 193 

(Pier 9N). The LIM has better skill at shorter leads for the Pacific coastal stations, especially for 194 

the southern stations (San Francisco and San Diego), but for increasing lead NMME-mean skill 195 

eventually surpasses the LIM’s; these differences are not significant, however. 196 

 197 
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 198 

Figure 2. AC hindcast skill of SST anomalies from (top rows) the LIM, and (bottom rows) skill 199 
differences (LIM minus NMME-mean), for the eleven LMEs along the North American coast 200 
during 1982-2010. Plus signs indicate skill and differences that are insignificant at the 95% 201 
confidence level. 202 
  203 
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 204 

Figure 3. AC hindcast skill of SSH anomalies from (top rows) the LIM, and (bottom rows) skill 205 
differences (LIM minus NMME-mean), for the ten tide gauge stations along the US coast 206 
during 1982-2010. Plus signs indicate skill and differences that are insignificant at the 95% 207 
confidence level. 208 

  209 
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3.3 Assessing the impact of the secular trend on skill 210 

In the LIM, the externally-forced trend is captured by the least damped eigenmode of L  211 

(Penland and Matrosova 2006; Newman 2013; Frankignoul et al. 2017; see Fig. S6). For 212 

seasonal leads, each LIM initialization includes a trend component comprised of this 213 

eigenmode’s projection on each initial state. This trend component is then predicted to persist 214 

over the forecast period, apart from very weak damping with an e-folding time scale of 9 years. 215 

In some regions and for some variables, secular trends may significantly enhance 216 

seasonal forecast skill (Huang et al., 1996; Ding et al., 2019). This is not necessarily dependent 217 

upon predicting the trend, since standard skill scores defined relative to a long-term fixed 218 

climatology are inflated simply by including the trend within the climate anomaly definition. 219 

SSH hindcast skill could be particularly impacted, since LIM initialization includes the 220 

pronounced post-1992 SSH trend (Balmaseda et al., 2013), while NMME initializations largely 221 

do not, although they do include historically evolving external forcings including increasing CO2 222 

levels (Kirtman et al. 2014 and references therein), as well as the trend that is present within their 223 

atmospheric initializations
1
. Removing the externally-forced trend from the hindcasts also could 224 

be problematic since 30 years may be too short to distinguish between this trend and natural 225 

decadal variability (Solomon et al., 2011; Frankignoul et al., 2017). 226 

Instead, following the approach in Tippett et al. (2020), we evaluated the skill of the 227 

tendency of both SST and SSH anomalies over the six months after initialization [i.e., the skill of 228 

 rather than ]. This skill metric removes the impact of the trend component, to 229 

the extent that it is relatively constant over any six-month increment, as is largely the case for the 230 

LIM. The results (Fig. S7) suggest that the relative skill differences between the LIM and 231 

NMME-mean in Figure 1 are not solely due to the trend. We also repeated the skill assessment 232 

shown in Figure 3 with this new metric, determining the LIM and NMME-mean AC skill of SSH 233 

tendencies [i.e., the skill of ]  for all the tide gauge stations (Fig. S8). The LIM still 234 

has higher skill for all the Atlantic coastal stations with this new metric, though the differences 235 

are generally not significant at the 95% confidence level. Collectively, these results suggest that 236 

seasonal ocean SSH variations are better captured by the LIM than the NMME-mean in many 237 

regions outside of the tropical Pacific, notably in much of the Atlantic basin. 238 

4 Evaluating Sources of Skill 239 

Since the LIM captures basic details of coupled GCM hindcast skill, we next diagnose its 240 

regional and coastal skill variations. As discussed in section 2.4, LIM potential predictability 241 

depends on forecast signal amplitude, so we discuss initial states that could undergo strong 242 

anomaly growth (i.e., the SVs) and relate their potential predictability to the hindcast skill. 243 

Figure 4 shows the four growing initial SVs (left column) and their corresponding 244 

evolved structures (middle column) after six months. The leading SV shows canonical ENSO-245 

like evolution, with SST and SSH anomalies consistent with a recharge‐discharge mechanism 246 

(Jin, 1997) and similar to the leading SV of the tropics-only LIM (Newman et al., 2011a), along 247 

with a subsequent “atmospheric bridge” extratropical response (Alexander et al., 2002). Overall, 248 

                                                 
1
 However, we did not find a substantially different CGCM-LIM comparison when we used one 

set of model hindcasts (ACCESS-S1, Hudson et al. 2017) whose initialization did include the 

SSH-trend (see Fig. S9). 
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this SV essentially evolves into the dominant pattern of Pacific SST variability (e.g., PDO; 249 

Newman et al., 2016). 250 

SV2 represents dynamics driving an east-west equatorial SST dipole and North Pacific 251 

Gyre Oscillation-like (NPGO; Di Lorenzo et al., 2008) SSH anomalies. Different initial 252 

combinations of SV1 and SV2 can therefore evolve into a wide diversity of ENSO events 253 

(Newman et al., 2011b; Vimont et al., 2014; Capotondi et al., 2015; Thomas et al., 2018) and 254 

correspondingly diverse responses in the North Pacific and along the North American coast. For 255 

example, relative to SV1 alone, an initial condition with equal contributions from SVs 1 and 2 256 

has an enhanced North Pacific meridional mode (Chiang and Vimont, 2004; Chang et al., 2007) 257 

and westward displacement of the initial SSH anomaly. It subsequently evolves into a central 258 

Pacific ENSO event (Vimont et al., 2014) with a delayed PDO SST signature and weaker 259 

SST/SSH anomalies along the US West Coast (see Fig. S10). 260 

Predictable anomaly growth in the North Atlantic is primarily due to the other two SVs, 261 

which maximize their growth at six months. The evolved SST anomaly structure for SV3 262 

includes the tripole pattern associated with the North Atlantic Oscillation (NAO; Czaja and 263 

Frankignoul, 2002). SV4 is more similar to the horseshoe pattern associated with the AMO 264 

(Trenberth and Shea, 2006). The SSH portions also support this NAO/AMO distinction: SV3 is 265 

somewhat similar to the second Atlantic SSH EOF, which has been suggested to represent Gulf 266 

Stream variability arising from NAO-related wind stress curl (Häkkinen et al., 2011), while SV4 267 

contains more of the Atlantic SSH trend component (Fig. 2 of Häkkinen et al., 2013). Both SVs 268 

also show pronounced signals along the North American East Coast, with SV3 maximizing along 269 

the US coast and SV4 maximizing further north.   270 

Each SV’s potential predictability (see section 2.4 and Supporting Information Text S4) 271 

is shown in the right column of Figure 4. Note that the potential predictability of the sum of SVs 272 

is different than the sum of potential predictability of those SVs. The leading SV alone could 273 

drive substantial skill throughout the Pacific basin. However, the second SV also contributes to 274 

the central tropical Pacific and could be equally or more important to the North Pacific. LIM 275 

skill along the Americas’ West Coast appears to reflect ENSO-related coastal Kelvin wave 276 

propagation, seen in the leading SV’s evolved pattern. Likewise, LIM skill in the North Pacific 277 

likely results from ENSO-related atmospheric bridges, as does some of the tropical Indian Ocean 278 

skill, although the third and fourth SVs also contribute. 279 

In the North Atlantic, SV3 and SV4 have largely complementary (overlapping) impacts 280 

on potential SSH (SST) skill. Along the northeast US coast, the LIM has somewhat higher skill 281 

than the NMME-mean, which SV3 (Fig. 4c) suggests arises primarily through modulating the 282 

Gulf Stream’s strength, inferred from the SV’s SSH gradient. Additionally, over the Gulf of 283 

Mexico and along the southeast coast of the US, where the strong Gulf of Mexico Loop Current 284 

and Gulf Stream impact local SST variability, potential LIM skill is limited. 285 

 286 
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 287 

Figure 4. (Left) SST (shading) and SSH (contours) optimal initial structures of the (a) leading, (b) 2nd, 288 

(c) 3rd, and (d) 4th SVs of  under the L2 norm of total L . (Middle) Corresponding final 289 

evolved structures after a 6-month interval. Contour intervals of both SST and SSH 290 
anomalies are arbitrary but are the same for the initial and final structures. For SSH 291 
anomalies, negative values are dashed, and zero contours are suppressed. The fractional 292 
variance explained by each SV, and its growth rate (singular value squared) are shown. 293 
(Right) SST and SSH predictability, assessed as local potential AC skill, at 6-month lead 294 
determined for each SV. For SSH, 0.6 and 0.8 skill contours are shown, with regions where 295 
potential skill is higher than 0.8 indicated by hatching. 296 

 297 

5 Conclusions 298 

A near-global LIM and the NMME multi-model ensemble mean have comparable SST 299 

hindcast skill for leads up to nine months, including for large-scale patterns of climate variability 300 

such as ENSO, the PDO, and the AMO. While regional skill is sometimes higher for one model 301 

or the other, skill differences are mostly not statistically significant given the relatively short 302 

hindcast period. Additionally, while the LIM and NMME-mean (based on a subset of the models) 303 

have comparable SSH skill over the Indian and Pacific Oceans, the LIM has significantly more 304 

SSH skill over much of the Atlantic and Southern Oceans. Overall, along the North American 305 

coastline, both models have comparable skill for SST anomalies within the highly productive 306 

coastal zones (LMEs) and SSH anomalies at selected coastal stations. However, greater LIM 307 

skill for Atlantic SSH anomalies translates into generally more LIM skill for predicting monthly 308 

mean tide gauge observations for several stations along the US East Coast. 309 



manuscript submitted to Geophysical Research Letters 

 

12 

In the LIM, combinations of the two leading SVs drive ENSO diversity and diversity of 310 

North Pacific anomalies, consistent with diagnosis from many previous studies (Di Lorenzo et al., 311 

2015; Newman et al., 2016; Chen and Wallace, 2016), with related impacts on North American 312 

West Coast predictability. That is, US West Coast forecast skill depends on various aspects of 313 

ENSO evolution, not merely the canonical ENSO pattern itself (Capotondi et al., 2019b). LIM 314 

SV evolution and related predictability may also prove useful for diagnosing coupled model 315 

deficiencies responsible for locally poorer skill relative to the LIM, especially within the coastal 316 

region. 317 

Our focus was on using the LIM to benchmark skill of participating NMME coupled 318 

models. Note, however, that the five NMME GCMs used for SSH hindcasts do not assimilate 319 

satellite altimetry information in their initializations, which might be one reason for their 320 

relatively poor seasonal SSH prediction skill. On the other hand, the tendency skill metric 321 

(section 3.3) suggests that higher skill for the LIM is not simply due to its initialization with a 322 

more realistic SSH trend. More recent seasonal forecasting systems such as ECMWF’s SEAS5 323 

(Johnson et al., 2019), which have finer spatial resolution and assimilate altimetry measurements, 324 

might be more skillful than the NMME models and therefore closer to (or even exceed) the LIM 325 

benchmark. 326 

Our LIM could be used to support coastal ocean seasonal prediction, providing skillful 327 

SST and SSH forecasts that complement climate model ensembles. Given that the coarse-grained 328 

LIM has hindcast skill even when verifying against local tide gauge observations, it seems 329 

promising to consider downscaling LIM forecasts, either statistically or dynamically, to finer 330 

coastal ocean scales to better predict the physical environment there. 331 

 332 
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