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Abstract 18 

Northeast Pacific Marine Heatwaves (MHWs) have widespread ecological and socioeconomic 19 

consequences that are sensitive to event duration and intensity. Using an empirical dynamical 20 

model capturing important seasonal cycle processes, we show that Northeast Pacific MHW event 21 

duration is linked to the seasonality of both the El Niño-Southern Oscillation (ENSO) lifecycle 22 

and North Pacific Ocean mixed layer physics, including subsurface storage and subsequent 23 

reemergence of the previous year’s thermal anomalies. Long-lasting MHW and strong ENSO 24 

events tend to evolve in quadrature: As a MHW event that reaches peak intensity in late spring 25 

begins weakening in fall, its related subtropical surface anomalies strengthen El Niño, whose 26 

extratropical teleconnections in turn enhance MHW amplitude during winter. The following 27 

spring, reemergence of the previous year’s warm surface temperatures can further prolong the 28 

event. In contrast, shorter but still potentially intense MHWs in spring and summer can be 29 

maintained by North Pacific internal dynamics alone. 30 

150/150 31 

 32 

Introduction 33 

Marine Heatwaves (MHWs) are prolonged periods of extreme sea surface temperature anomalies 34 

(SSTA) (Hobday et al. 2016) that occur in many regions of the global oceans (Frolicher & 35 

Laufkotter 2018; Holbrook et al. 2019; Oliver et al. 2021; Guo et al. 2022; Xu et al. 2022), causing 36 

extensive ecological disruptions and socioeconomic consequences (e.g., Smith et al. 2021; Smith 37 

et al. 2023 and the references therein). The Northeast Pacific Ocean, a well-recognized MHW 38 

hotspot, has recently experienced two extreme MHW events: “The Blob” (Bond et al. 2015), which 39 



manuscript submitted to Nature Communications 

 

developed during the boreal winter of 2013/14 and persisted into the following year (Fig. 1a), and 40 

“The Blob 2.0” (Amaya et al. 2020), primarily peaking in the boreal summer of 2019 (Fig. 1b). 41 

These events led to massive strandings and/or mortalities of sea lions, seals, seabirds, and marine 42 

invertebrates, as well as harmful algal blooms and commercial fishery closures (Smith et al. 2021; 43 

Smith et al. 2023). Understanding the physical drivers of Northeast Pacific MHWs is crucial for 44 

predicting and mitigating their adverse impacts on marine ecosystems. 45 

 46 

 47 

Figure 1. The two record-high Northeast Pacific Marine Heatwaves (MHWs) – the Blob and Blob 2.0. The 48 

life cycles of (a) the Blob during 2013-2015 and (b) Blob 2.0 during 2019 are shown as the evolution of 49 

observed seasonal SSTA Ocean Reanalysis System 5 (ORAS5; Zuo et al. 2019). Our results are not 50 

sensitive to the chosen datasets. Black boxes denote the representative region of the Blob (150oW-135oW; 51 

35oN-46oN) and Blob 2.0 (140oW-125oW; 30oN-41oN). Acronym: March-April-May (MAM); December-52 
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January-February (DJF); September-October-November (SON); July-August-September (JAS); October-53 

November-December (OND). 54 

 55 

The development of Northeast Pacific MHWs has been associated with both local and 56 

remote drivers. For example, intense MHWs are often associated with persistent atmospheric 57 

ridges that weaken surface wind speeds and their associated surface turbulent heat fluxes, leading 58 

to a reduction in oceanic heat loss and the formation of warm SSTA (Bond et al. 2015; Holbrook 59 

et al. 2019; Amaya et al. 2020; Sen Gupta et al. 2020). Large-scale Pacific climate variability can 60 

also modulate local drivers of the Northeast Pacific MHWs or create conditions favorable for their 61 

development. In particular, El Niño Southern Oscillation (ENSO) in the tropical Pacific has been 62 

estimated to drive about 20-40% of Northeast Pacific monthly SSTA variability (Zhao et al. 2021), 63 

and has been linked to the intensity, duration, and frequency of Northeast Pacific MHWs through 64 

both atmospheric and oceanic teleconnections (Di Lorenzo & Mantua 2016; Holbrook et al. 2019; 65 

Sen Gupta et al. 2020; Xu et al. 2021; Capotondi et al. 2022; Deser et al. 2024). However, since 66 

prolonged Northeast Pacific MHWs begin several months prior to the peak of ENSO events (e.g., 67 

Xu et al. 2021; Capotondi et al. 2022), MHW conditions may also be linked to the dynamics 68 

underpinning ENSO development. For example, Capotondi et al. (2022) found that a dynamical 69 

mode spanning the Northeast Pacific and the central equatorial Pacific (Barlow et al. 2001), which 70 

they termed the “NP-CP” mode, is important to both the development of Northeast Pacific MHWs 71 

and ENSO events. The NP-CP mode includes anomalies typical of the Pacific Meridional Mode 72 

(PMM; Chiang & Vimont 2004), a well-known ENSO precursor (Penland & Sardeshmukh 1995; 73 

Vimont et al. 2014; Capotondi & Sardeshmukh 2015). The PMM anomalies extend southwestward 74 

from the coast of California toward the central equatorial Pacific, where they can favor the 75 

development of a central Pacific El Niño (Vimont et al. 2014; Capotondi & Sardeshmukh 2015; 76 
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Amaya 2019). The NP-CP mode was previously identified as one component of the Pacific 77 

Decadal Oscillation (PDO; Newman et al. 2016), whose contribution to the development of 78 

Northeast Pacific MHWs has also been highlighted (Ren et al. 2023). 79 

While key physical drivers of Northeast Pacific MHWs have been studied, less attention 80 

has been paid to the potentially important role of seasonality in MHW dynamics. For example, the 81 

seasonal variation of mixed layer depth impacts how rapidly the ocean warms or cools when forced 82 

by surface heat fluxes, and consequently the intensity of the resulting temperature anomalies. 83 

During summer, the shallow mixed layer (Kara et al. 2003) allows for more efficient oceanic 84 

heating, which can exacerbate MHW conditions (Scannell et al. 2020; Amaya et al. 2021; Chen et 85 

al. 2021; Shi et al. 2022; Takahashi et al. 2023). In contrast, although the deep oceanic mixed layer 86 

during winter can be expected to warm more slowly, it has greater memory. Additionally, when 87 

the mixed layer shoals in spring, anomalous heat can remain trapped beneath the mixed layer in 88 

the subsurface ocean and can “reemerge” at the surface in the following winter when the mixed 89 

layer deepens again, contributing to the development of SST anomalies (Alexander et al. 1999; 90 

Alexander et al. 2001; Scannell et al. 2020; Köhn et al. 2024). Moreover, the PMM is most 91 

pronounced in boreal spring (Amaya 2019; Meng & Li 2024), while ENSO tends to peak during 92 

boreal winter (Rasmusson & Carpenter 1982; Wang et al. 2017), likely making the influence of 93 

these modes on MHWs seasonally dependent. Finally, atmospheric variability in the extratropics 94 

exhibits considerable variation with the seasonal cycle, which can also translate to seasonally-95 

varying forcing of MHWs (Johnstone & Mantua 2014). 96 

In a previous study, Xu et al. (2021; X2021 hereafter) used a stationary Linear Inverse 97 

Model (LIM; Penland & Sardeshmukh 1995), a seasonally independent stochastically-forced 98 

multivariate empirical dynamical model constructed from monthly SSTA observations, to simulate 99 
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a large number of Northeast Pacific MHWs of various intensity and duration. X2021 found that 100 

the duration of MHWs in the Northeast Pacific is related to ENSO development in the tropical 101 

Pacific, while MHW intensity is more likely linked to North Pacific internal variability. However, 102 

the LIM used by X2021 did not allow diagnostics of how seasonality impacts MHW development 103 

through tropical-extratropical interactions and internal North Pacific dynamics. 104 

Here, we build upon X2021’s earlier study by employing a Cyclostationary LIM (CS-LIM; 105 

Shin et al. 2021), which explicitly incorporates the seasonal dependence of both deterministic 106 

dynamics (Blumenthal 1991; von Storch et al. 1995; Johnson et al. 2000) and stochastic noise 107 

forcing of climate anomalies. The CS-LIM is constructed using monthly Pacific SSTA and sea 108 

surface height anomaly (SSHA) data for the years 1958-2021 from the Ocean Reanalysis System 109 

5 (ORAS5; Zuo et al. 2019). SSHA was included to incorporate the impacts of upper ocean heat 110 

content on Pacific SSTA variability (Rebert et al. 1985; Capotondi et al. 2022; Zhang et al. 2024), 111 

which previous studies found to improve the simulation of both tropical-extratropical interactions 112 

(e.g. Newman et al. 2011b; Zhao et al. 2021) and ENSO diversity (Newman et al. 2011a; 113 

Capotondi & Sardeshmukh 2015). The use of a CS-LIM allows the representation of ENSO phase 114 

locking (Thompson & Battisti 2000; Xue et al. 2000; Kondrashov et al. 2005; Shin et al. 2021; 115 

Vimont et al. 2022), which, via tropical-extratropical interactions, could contribute to the 116 

seasonally varying behaviors of Northeast Pacific MHWs. We also find that this CS-LIM captures 117 

reemergence in the North Pacific, which has a strong seasonal dependence. 118 

To diagnose the impact of the seasonality of the tropical-extratropical coupling as well as 119 

that associated with North Pacific internal ocean dynamics, we conduct two parallel decoupling 120 

experiments within the CS-LIM framework, removing the coupling between either (1) the tropical 121 

and North Pacific regions, or (2) North Pacific SSTA and SSHA. We find that the second 122 
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experiment provides insights on the surface-upper ocean coupling, specifically revealing the role 123 

of reemergence processes. Our decoupling experiments are analogous to those conducted using 124 

coupled general circulation models (GCMs), where regional influences are investigated by 125 

prescribing climatological forcings (e.g., Frischknecht et al. 2015; Amaya et al. 2020) or by 126 

restoring certain regions to observations while allowing others to evolve freely (e.g., Deser et al. 127 

2017; Amaya et al. 2019). See the Methods section for more details, illustrating how the CS-LIM 128 

experiments can be used similar to GCMs. 129 

 130 

Seasonal Variability of Northeast Pacific MHWs 131 

We begin by examining the seasonal variability of the Northeast Pacific MHW region by 132 

constructing an index, termed “NEPac” index, from the spatially averaged monthly SSTA over an 133 

area that experiences large anomalies during MHWs (150oW-135oW, 35oN-46oN; black box in Fig. 134 

1a; Xu et al. (2021)), for 1958-2021. The Probability Density Functions (PDFs) of the observed 135 

NEPac index differ substantially between the boreal winter and summer seasons (Fig. 2a-b). The 136 

width of the PDF is wider in summer than in winter, indicating that there were more extremes in 137 

summer than in winter (bars in Fig. 2a-b). The CS-LIM large ensemble, comprising 2000 138 

realizations of possible alternative histories consistent with 1958-2021 statistics (see Methods), 139 

reproduces these seasonal differences well (thick black lines in Fig. 2a-b). 140 

 141 
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 142 

Figure 2. Seasonal variability of the Northeast Pacific MHW index (NEPac), as reproduced by the 143 

Cyclostationary Linear Inverse Model (CS-LIM). The NEPac index is obtained by spatially averaging 144 

SSTA within the region outlined by the black box in Fig. 1a. (a-b) Probability Density Functions (PDFs) of 145 

the observed (bars) and CS-LIM simulated NEPac indices (lines) for (a) winter (DJF) and (b) summer (JJA; 146 

June-July-August). (c-d) Seasonal autocorrelation of (c) the observed and (d) the CS-LIM simulated NEPac 147 

indices. The y-axis indicates the NEPac base season, and the x-axis shows the lead time; for example, the 148 

value plotted at (MAM, 6) represents the correlation between the NEPac value in MAM and its value six 149 

months later in SON. (e) Seasonal standard deviation of the observed (black squares) and the CS-LIM 150 

simulated NEPac indices (lines). (f) Seasonal standard deviation of the local noise forcing on the NEPac 151 

region simulated by CS-LIM (see Methods). The CS-LIM results are derived from 2000 realizations, from 152 

which the ensemble mean (shading in (d) and thick lines in (a-b, e-f)) and the 95% confidence interval (thin 153 

lines in (a-b, e-f)) of the PDFs, the autocorrelations, standard deviations are presented (see Methods). 154 

 155 

Then we assessed the standard deviation of the NEPac index in each season as an indicator 156 

of seasonal variations in the width of the PDFs, and evaluated how well the observed seasonal 157 

variations are reproduced by the CS-LIM ensemble (Fig. 2e). The observed NEPac index has a 158 

higher standard deviation in summer and lower values during other seasons (black squares in Fig. 159 

2e). The CS-LIM large ensemble generally reproduces this seasonal variability (lines in Fig. 2e), 160 

with the standard deviation peaking one month earlier than observed. However, this difference is 161 

not statistically significant. By construction, a stationary LIM (ST-LIM) ensemble of equivalent 162 
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size, broadly similar to the model used by X2021, does not capture the observed annual cycle (Fig. 163 

S1). 164 

For the CS-LIM to be useful for investigating MHW seasonality, it should also capture the 165 

seasonal variations of observed North Pacific mixed layer dynamics and its influence on SST. One 166 

way to evaluate this influence in the context of the CS-LIM is to compare the observed and the 167 

CS-LIM simulated autocorrelation between the NEPac index in a given season and the index in 168 

subsequent seasons (Fig. 2c-d). The longer (shorter) memory of SSTA associated with deeper 169 

(shallower) mixed layers during winter (summer) is illustrated by the decorrelation time scale, 170 

which is longer for winter anomalies compared to summer anomalies. While the correlation values 171 

generally decline with increasing lead times, they increase again in the fall (NDJ) and reach a 172 

secondary maximum during the following spring (FMA; February-March-April). This behavior 173 

results from the reemergence process (Alexander et al. 1999): As the mixed layer shoals in late 174 

spring, subsurface temperature anomalies that persist beneath the mixed layer through summer are 175 

subsequently re-entrained into the deepening mixed layer in the following fall. This process can 176 

also be seen in springtime NEPac index whose correlation with subsurface anomalies decreases in 177 

summer but then subsequently increases in fall (e.g., Newman et al. 2016; see also Fig. S2). Our 178 

CS-LIM appears to capture this behavior (Fig. 2d), albeit with a slight seasonal offset, as the peak 179 

correlation related to the reemergence mechanism occurs in April-May-June instead of FMA as in 180 

observations. In contrast, the ST-LIM shows no seasonal variations in the decorrelation time scale 181 

and does not exhibit reemergence signals (Fig. S3). 182 

We also expect seasonal noise forcing variability due to seasonality of the net surface heat 183 

flux from the atmosphere and the varying mixed layer depth (i.e., heat capacity). In the CS-LIM, 184 

we assess the seasonal standard deviation of simulated local noise forcing imposed on the NEPac 185 
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region (see Methods; Fig. 2f). The simulated local noise forcing displays a noticeable seasonal 186 

transition, with larger forcing in late summer (JAS) compared to other seasons. This is consistent 187 

with the seasonal variations of the net surface heat flux anomalies distributed over the seasonally 188 

varying mixed layer depth in the Northeast Pacific (Shi et al. 2022), suggesting that our CS-LIM 189 

is capable of representing the net effect of the noise forcing and is hence suitable for diagnosing 190 

the seasonality of MHWs. 191 

MHWs were initially defined as anomalously warm events that last at least five days above 192 

the 90th percentile of the local SST (Hobday et al. 2016). This definition was chosen in analogy 193 

with land heatwaves and has recently been extended to account for longer-lasting events or 194 

persistent impacts on marine ecosystems (see reviews by Capotondi et al. 2024 and references 195 

therein). Some recent studies, starting with Scannell et al. (2016), have employed an intensity-196 

duration-frequency (IDF) approach that determines the frequency of events for varying intensity 197 

and duration threshold pairs (Xu et al. 2021; Xu et al. 2022). This approach offers the advantage 198 

of defining MHWs as a class, representing a generalized method that can summarize events across 199 

a wide range of historical conditions. The resulting IDF plot for historical occurrences of Northeast 200 

Pacific MHWs over the 1958-2021 period (top row of Fig. 3a; see Methods) is similar to that 201 

previously found by X2021 using Extended Reconstruction SST, version 3 (ERSST.v3; Smith et 202 

al. 2008) data. For example, two standard deviation (2𝜎) events that lasted at least one month have 203 

occurred 1.56 times per decade. More generally, in the Northeast Pacific, MHWs that were extreme 204 

in intensity but dissipated rapidly and MHWs that were less intense but persisted over extended 205 

periods were equally likely to have occurred. 206 

 207 
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 208 

Figure 3. Intensity-Duration-Frequency (IDF) map of Northeast Pacific MHWs, categorized by the season 209 

in which they started. IDFs are derived from the NEPac index by calculating the number of events exceeding 210 

each intensity and duration threshold pair (see Methods). Events are categorized by their onset season: (a) 211 

all seasons, (b) winter-initiated (DJF), (c) spring-initiated (MAM), (d) summer-initiated (JJA), and (e) fall-212 

initiated (SON). The top row shows the IDFs derived from the observed NEPac index, while the bottom 213 

row displays the ensemble mean statistics derived from the 2000 CS-LIM simulated NEPac indices. The 214 

dotted lines represent frequency contours of (a) 1 event per decade, (b-e) 0.25 event per decade. The 215 

difference between the bottom and top rows is insignificant (95% confidence interval of the simulated 216 

statistics; two-tailed). One standard deviation (1𝜎) of the NEPac index is 0.7oC. 217 

 218 

We can further categorize MHW events based on their onset seasons (top row of Fig. 3b-219 

e): How many events meeting given intensity and duration thresholds started in DJF (“winter-220 

initiated”), MAM (“spring-initiated”), SON (“fall-initiated”), or JJA (“summer-initiated”)? The 221 

corresponding IDFs reveal that fall and winter-initiated events tend to have longer duration, 222 

whereas spring and summer-initiated events are more typically shorter-lived. Summer-initiated 223 

events are generally the most intense, followed by fall and winter-initiated events, with spring-224 

initiated events being the weakest among all seasons. For example, historically, there were 10 225 

events that exceeded the 2σ intensity threshold and lasted at least 1 month: 2 initiated in winter 226 
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(1963/02, 2014/01), 0 in spring, and 4 each in summer (1958/07, 1962/06, 1965/06, 1967/08) and 227 

fall (1959/11, 1991/10, 2019/11, 2020/11). In contrast, only 3 events exceeded the 1σ intensity 228 

threshold and lasted at least 6 months, all of which were winter-initiated (1962/01, 1965/02, 229 

2015/02). Notably, the two Blob events display similar characteristics, with the first Blob 230 

appearing in winter and lasting for several months, while Blob 2.0 began in the summer and, 231 

although relatively short-lived, was very intense. 232 

The CS-LIM large ensemble reproduces these MHW statistics, not only year-round as in 233 

X2021 but also when categorized by season (cf. bottom with top row of Fig. 3). Specifically, CS-234 

LIM simulated events are more likely to have a longer duration when they are initiated in fall or 235 

winter than in spring or summer. They are also more likely to exhibit greater intensities when 236 

summer-initiated than when fall and winter-initiated. The only exception is spring-initiated events, 237 

where the CS-LIM simulates a stronger intensity than observed, which may be related to the early 238 

peak in the CS-LIM standard deviation compared to observations (Fig. 2e). Despite this, we find 239 

that there are no significant differences between IDF plots constructed from observations and those 240 

constructed from the CS-LIM ensembles. It is also worth noting that while our NEPac index 241 

primarily focuses on the key region of the Blob, our findings are qualitatively similar if we instead 242 

use an index representing the location of the Blob 2.0 (Fig. 1b and Fig. S4). 243 

 244 

Seasonal Evolution of Northeast Pacific MHWs 245 

Since the CS-LIM can capture the seasonality of observed dynamics and noise forcing along with 246 

the observed frequencies of Northeast Pacific MHWs across different seasons, we use its large 247 

ensemble to diagnose how MHW evolution and its dynamics depend upon the seasonal cycle. We 248 
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will focus our analysis on MHWs whose intensity exceeds the 1𝜎 (0.7 oC) threshold, which allows 249 

us to target events of longer duration. However, the results are not qualitatively sensitive to this 250 

choice.  251 

The impact of seasonality on MHW evolution within the CS-LIM ensemble is shown in 252 

Fig. 4, which displays the composite evolution of both the NEPac (contours) and Niño3.4 (shading) 253 

indices from 6 months prior to MHW onset to 24 months after, determined separately for each 254 

onset (or “initiated”) season and different duration (3, 6, 9 & 12 months). For example, the 255 

horizontal lines labeled “DJF” on the y-axis represent the composite evolution of DJF-initiated 256 

MHWs, plotted from 6 months prior (i.e., JJA on the x-axis) to 24 months after (i.e., DJF on the 257 

x-axis) the onset. In this way, consistent signals in the vertical suggest seasonal phase-locking, 258 

whereas slanted signals indicate lead/lag behaviors relative to the onset.  259 

We find that MHWs become increasingly phase-locked as the duration of the events 260 

increases. As event duration exceeds 12 months (Fig. 4d), the MHWs tend to consistently peak 261 

near boreal summer (i.e., JJA), the season of highest standard deviation (Fig. 2e), no matter when 262 

the event was initiated. Some phase locking is also noticeable for events lasting ≥ 9 months, but 263 

only weakly present for events lasting ≥ 6 months. Note also that there appears to be reemergence 264 

of MHW amplitudes occurring several months after the primary events, which also appears to be 265 

somewhat independent of initiation season (and lead time) since it typically occurs in boreal spring 266 

(MAM), persisting into summer (JAS). This is best illustrated by MHWs lasting ≥ 6 months, 267 

where the primary and the secondary maxima are clearly separated, with second MHWs 268 

reemerging several months after the initial events fall below the intensity threshold. For MHWs 269 

lasting ≥ 9 or 12 months, the reemergence of those second MHWs becomes more pronounced, 270 

which, when the previous events do not weaken significantly, can lead to multiyear MHWs that 271 
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do not fall below the intensity threshold until ~18-20 months after onset (e.g., in Fig. 4d, events 272 

initiated in DJF can persist until JAS in the following year).  273 

 274 

 275 

Figure 4. The composite evolution of CS-LIM simulated Northeast Pacific MHWs, initiated in different 276 

seasons and persisting for various durations, as well as the concurrent evolution in the tropical Pacific. 277 

Contours denote the evolution of Northeast Pacific MHWs, indicated by the NEPac index at contour levels 278 

of 1.0𝜎, 1.7𝜎, 2.0𝜎 and 2.2𝜎 oC. These contour levels are chosen to capture the key features (e.g., the peak 279 

intensity) of MHW evolution with only a few levels. The shading denotes the concurrent evolution in the 280 

tropical Pacific, indicated by the Niño 3.4 index. Diagonal gray lines indicate the lead/lag months relative 281 

to the onset of MHWs (at 0 lead month), spanning from 6 months prior to 24 months after the onset. The 282 

y-axis marks the onset seasons of MHWs, corresponding to the 0-month diagonal line. The x-axis marks 283 

the seasons during the MHW evolution. Each panel differs only in terms of the duration of MHWs, with 284 

panels (a-d) showing MHWs that stay above the 1𝜎 intensity for at least 3, 6, 9, and 12 months, respectively.  285 

 286 
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In the tropical Pacific, the Niño3.4 region (shading of Fig. 4) typically exhibits weak 287 

cooling conditions prior to MHW onset, with stronger cooling associated with longer duration 288 

MHWs. Then, as the MHW develops and intensifies, the tropics transition into El Niño-like 289 

conditions, with the warm anomaly peaking after the MHWs reach their maximum intensity. That 290 

is, Niño 3.4 and the NEPac index evolve roughly in quadrature, especially for longer-duration 291 

events. These MHW/ENSO evolution aspects are generally consistent with X2021’s findings using 292 

a stationary LIM. The CS-LIM additionally shows that El Niño is seasonally phase-locked and 293 

peaks near the start of winter (NDJ), consistent with previous studies (e.g., Shin et al. 2021; Vimont 294 

et al. 2022). 295 

Overall, MHW phase locking in the Northeast Pacific is more pronounced for long-296 

duration events, while shorter events tend to peak at similar lead times after onset. Moreover, 297 

differences in MHW onset season and duration are related to both the development and timing of 298 

ENSO events. For example, short-duration MHWs (Fig. 4a) in the warmer seasons (between 299 

March and November) would more likely lead to stronger intensities 1-2 months after onset, 300 

whereas events initiated in boreal winter (between December and February) tend to be weaker. 301 

However, with increasing MHW durations (Figs. 4c-d), this changes so that the strongest MHW 302 

events tend to be those initiated in the boreal fall and winter. Additionally, although peak ENSO 303 

conditions are phase-locked to early winter, their timing can range from 12 to 20 months after 304 

MHW onset, with winter-initiated MHWs leading to the earliest ENSO peaks and spring-initiated 305 

ones leading to the latest. 306 

Impact of remote tropics and internal North Pacific processes 307 

In this section, we examine the relative role of remote tropical influences and internal North Pacific 308 

processes in the Northeast Pacific variability and MHWs. We start by evaluating how these 309 
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dynamical processes impact the overall statistics of the NEPac index, and then explore in more 310 

detail how these processes impact Northeast Pacific MHW evolution. 311 

First, we examine the CS-LIM ensembles (2000 realizations of 64-yr segments) that were 312 

rerun with either the tropical-extratropical or North Pacific SSTA-SSHA coupling entirely 313 

removed (see Methods). When the tropical-extratropical coupling is removed, the autocorrelation 314 

of the simulated NEPac indices is almost unchanged compared to the original CS-LIM ensemble 315 

(cf. Fig. 5a with Fig. 2d); if anything, the reemergence signals appear to be slightly strengthened. 316 

The standard deviation is also minimally affected (cf. brown lines with gray lines in Fig. 5b). The 317 

limited influence of tropical-extratropical coupling on the NEPac region might be linked to its 318 

location straddling a node of the PDO pattern (not shown but see Zhao et al. 2021), even though 319 

this coupling has a widespread impact on SSTA variance in the North Pacific, particularly 320 

enhancing PDO amplitude. 321 

 322 

Figure 5. Seasonal variability of the CS-LIM simulated NEPac indices after removing (a-b) the tropical-323 

extratropical coupling or (c-d) the North Pacific Ocean reemergence effect. (a, c) Seasonal autocorrelation 324 
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and (b, d) seasonal standard deviation (mean: thick brown line; shading: 95% confidence interval), derived 325 

from 2000 realizations of the respective decoupled simulations. The gray line in (b, d) is identical to that in 326 

Fig. 2e, representing the seasonal standard deviation of the simulated NEPac indices from the fully-coupled 327 

CS-LIM. 328 

 329 

When North Pacific SSTA and SSHA are decoupled in the CS-LIM, we find that the NEPac 330 

autocorrelation function (Fig. 5c) loses the reemergence structure that is seen in both observations 331 

and the fully coupled CS-LIM ensemble (Figs. 2b and e). This supports our earlier inference that 332 

including SSHA in addition to SSTA in the CS-LIM allows us to capture reemergence, and 333 

decoupling SSTA from SSHA removes this process. This result can be understood in terms of the 334 

dynamical association between SSHAs and upper-ocean heat content (Deser et al. 2003; Capotondi 335 

et al. 2023; Zhang et al. 2024; see also Fig. S5), with high heat content values implying the 336 

presence of subsurface temperature anomalies that can be re-entrained into the mixed layer during 337 

its deepening phase. We also find that this reemergence process, which lengthens effective SSTA 338 

decorrelation time scales, significantly increases SSTA variance through most of the year (Fig. 339 

5d).  340 

We next examine the MHW statistics in the two decoupled ensembles, and compare them 341 

to those in the fully-coupled CS-LIM ensemble (Fig. 6). We find that the changes in MHW 342 

statistics appear to be consistent with the differences in variability between the decoupled and the 343 

fully coupled ensembles. For example, similar to the somewhat strengthened reemergence signals 344 

in the tropical-extratropical decoupled experiment (Fig. 5a), the IDFs also show increased 345 

occurrences of MHWs initiated in boreal spring (top row of Fig. 6b). MHWs initiated in other 346 

seasons have much smaller changes (top row of Fig. 6a, c, d), consistent with the almost unchanged 347 

standard deviations (Fig. 5b). 348 

 349 
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 350 

Figure 6. Seasonal IDF map of the CS-LIM simulated NEPac indices after removing (top row) the 351 

tropical-extratropical coupling or (bottom row) the North Pacific Ocean reemergence effect. Dashed-352 

dotted lines denote the IDF map at contour levels of 0.25, 0.5, 1, 1.5 and 2 events per decade, matching 353 

the dotted lines and the shading interval in Fig. 3. Shading represents the changes in IDFs between the 354 

respective decoupled (contours) and the fully-coupled simulations (bottom row of Fig. 3). Negative 355 

(positive) changes indicate decreases (increases) in the MHW occurrences after decoupling. Each column 356 

differs only in terms of the onset seasons: (a) DJF-initiated, (c) MAM-initiated, (d) JJA-initiated, and (e) 357 

SON-initiated. 358 

 359 

In contrast, when North Pacific SSTA and SSHA are decoupled, the occurrences of MHWs 360 

with high intensity, or both high intensity and long duration, decrease substantially (bottom row 361 

of Fig. 6), reflecting the markedly reduced variance (Fig. 5d). Conversely, mild events, especially 362 

those with short durations, tend to increase. This increase in mild events also reflects the decreased 363 

occurrences of intense MHWs as, by definition, MHWs that no longer qualify as intense would 364 

instead be classified as weak events. 365 

Next, we conduct restart experiments to diagnose how these coupling dynamics drive the 366 

evolution of individual MHWs by restarting each MHW in the fully-coupled CS-LIM ensemble 367 

either from its onset or from 6 months before the onset but removing the tropics or SSH coupling 368 
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during the subsequent evolution (Figs. 7 and 8). Note that this approach differs from the 369 

experiments used to produce Figs. 5 and 6, where the coupling was removed from the entire 370 

simulation. While the previous experiments allow us to examine the overall statistical changes 371 

after decoupling (and hence does not simulate the same MHWs as the fully coupled simulation), 372 

the restart experiments focus on understanding how turning off specific dynamics during the MHW 373 

evolution alters the progression of individual events. 374 

We find that removing the tropical-extratropical coupling from MHW onset onward (Fig. 375 

7a-d) results in only minor changes in MHW evolution, especially for the events with pronounced 376 

early summer peaks that typically begin in late fall and winter. Consistent with X2021’s earlier 377 

results, tropical-North Pacific coupling primarily extends the duration of MHWs. This effect is 378 

most notable for events that are initiated between March and September, which have decreasing 379 

amplitudes during the subsequent fall and winter, when the events would otherwise have persisted 380 

under the influence of tropical-extratropical coupling. When this tropical effect is strong enough 381 

to maintain MHW amplitude above the onset threshold amplitude, the event has enhanced duration 382 

rather than appearing as two separate, shorter duration events. Consistent with Fig. 4a, the tropical 383 

effect is not particularly apparent for MHWs with short (e.g., 3 months) duration. More generally, 384 

note that despite weaker amplitudes and likely shorter durations, the primary evolution of MHWs 385 

since onset, along with those secondary peaks that begin in boreal spring and persist into summer, 386 

does not fundamentally change, suggesting a more important role for internal North Pacific 387 

dynamics. This is also consistent with X2021, who suggested that the intensity of Northeast Pacific 388 

MHWs may be primarily driven by variability intrinsic to the extratropics. 389 

 390 
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 391 

Figure 7. The remaining composite evolution of CS-LIM simulated Northeast Pacific MHWs, 392 

initiated in different seasons and persisting for various durations, after removing tropical-393 

extratropical coupling (see Methods). The coupling is removed (a-d) starting from MHW onset or 394 

(e-h) starting 6 months prior to MHW onset. Contours denote the composite evolution of Northeast 395 

Pacific MHWs without the coupling effect. Shading indicates the difference in MHW evolution 396 

with (contours in Fig. 4) and without (contours) the coupling effect. Negative (positive) amplitude 397 

differences represent decreases (increases) in amplitude due to the absence of the coupling effect. 398 

Other configurations are the same as in Fig. 4. 399 

 400 

When the tropical-extratropical coupling is removed starting 6 months before MHW onset 401 

(Fig. 7e-h), our results highlight the importance of precursor conditions favorable for MHW onset. 402 

The preferred precursors may include weak cooling conditions in the tropical Pacific and weak 403 

warming in the Northeast Pacific (Fig. 4 and Fig. S6). The weak cooling precondition is more 404 
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evident for MHWs initiated in boreal winter (Fig. 4), whereas it is generally weaker in other 405 

seasons. Removing these preconditions several months before MHW onset would weaken MHW 406 

amplitudes (Fig. 7e-h). Conversely, retaining these preconditions until MHW onsets would 407 

preserve the subsequent growth and evolution of MHWs, even after removing tropical-408 

extratropical coupling from onset onward (Fig. 7a-d).  409 

When the coupling between North Pacific SSTA and SSHA is removed from MHW onset 410 

onward (Fig. 8a-d), the effect of reemergence also appears to be removed. Consequently, the MHW 411 

amplitude is considerably weaker, especially during spring and early summer, regardless of onset 412 

season and duration. Additionally, while the original second MHWs disappear, MHWs initialized 413 

in boreal spring tend to have lingering anomalies that appear as second MHWs in the fall and 414 

winter. Overall, the substantially weakened and shortened MHWs after decoupling North Pacific 415 

SSTA from SSHA highlight the importance of North Pacific mixed layer dynamics, in line with a 416 

previous study indicating the key role of initial SSHAs for MHW growth (Capotondi et al. 2022).  417 

 418 
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 419 

Figure 8. The same as Fig. 7, except that the North Pacific Ocean reemergence is removed (a-d) starting 420 

from MHW onset or (e-h) starting 6 months prior to MHW onset. 421 

 422 

MHWs can be further weakened and almost entirely disappear when the decoupling is 423 

applied starting 6 months before the onset (Fig. 8e-h). Compared to decoupling from onset onward 424 

(Fig. 8a-d), this suggests that the upper ocean provides thermal inertia after MHW onset, such that 425 

once the Northeast Pacific reaches the MHW intensity threshold, it is likely to persist for some 426 

time before falling below the threshold.  427 

 428 
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Discussion and Summary 429 

In this study, we constructed a CS-LIM ensemble with 2000 realizations that reproduce the 430 

observed seasonal behavior of Northeast Pacific MHWs. The large number of simulated Northeast 431 

Pacific MHWs, compared to the small sample size in observations, allowed us to examine the 432 

statistics and composite evolution of MHWs initialized from any season and to analyze different 433 

seasonal aspects of the drivers leading to this evolution. We find that Northeast Pacific MHWs can 434 

clearly exhibit seasonally phase-locked evolution, reaching higher intensities in boreal summer 435 

and lower intensities in boreal winter, followed by the reemergence of second MHWs in the 436 

following spring and summer. This phase locking is more evident for long-lasting MHWs. 437 

Tropical-extratropical coupling tends to contribute to the growth of Northeast Pacific 438 

MHWs in boreal fall and winter. Since the tropical Pacific does not usually reach peak El Niño 439 

conditions until the following fall and winter, this suggests that ENSO precursors may play a key 440 

role in the development and evolution of Northeast Pacific MHWs, corroborating the results of 441 

previous studies (Di Lorenzo & Mantua 2016; Capotondi et al. 2019; Amaya et al. 2020; Capotondi 442 

et al. 2022). We also analyze the role of the coupling between North Pacific SSTA and SSHA, 443 

finding its dominant contribution to both the primary peaks of MHWs in boreal summer and the 444 

secondary peaks reemerging in the following spring. Since SSHA is a reasonable indicator of upper 445 

ocean heat content (Rebert et al. 1985), our results highlight the significant role of internal North 446 

Pacific processes, suggesting a key role for entrainment of upper ocean warm anomalies through 447 

interactions with mixed layer depth variability. Note that this reemergence mechanism is in 448 

addition to the concurrent impact of seasonal variations of mixed layer depth on SSTAs that has 449 

been previously suggested as impacting MHW seasonality (Scannell et al. 2020; Amaya et al. 2021; 450 

Shi et al. 2022; Takahashi et al. 2023). Since reemergence provides year-to-year memory for 451 
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SSTAs, it also contributes to driving longer-lived MHWs. In summary, we highlight the 452 

importance of seasonality encapsulated in remote tropical and internal North Pacific dynamics on 453 

Northeast Pacific MHW evolution. 454 

Our results have implications for the processes linked to the onset and persistence of 455 

Northeast Pacific MHWs. While weak cooling conditions in the tropical Pacific may not directly 456 

induce MHWs, they may favor conditions conducive to the formation of a higher-than-normal 457 

pressure system in the Northeast Pacific (Schwing et al. 2002), which is a recognized precursor 458 

for MHW onset (Bond et al. 2015). Once MHWs begin, North Pacific internal processes play a 459 

crucial role in driving MHWs and facilitating the development of central Pacific El Niño through 460 

mechanisms like seasonal footprinting (Vimont et al. 2003), meridional modes (Chiang & Vimont 461 

2004; Vimont et al. 2014), and NP-CP modes (Capotondi et al. 2022), which are interrelated to 462 

some extent. The resulting El Niño conditions can, in turn, contribute to Northeast Pacific warming, 463 

particularly along the coast of North America, thereby extending the duration of MHWs. The 464 

reemergence of MHWs in the spring of the second year leads to a warmer ocean surface that may 465 

reduce low-cloud fraction, which, through positive low-cloud feedback, can prolong the 466 

persistence of these re-emerged warm anomalies into the summer (Ronca & Battisti 1997; Norris 467 

et al. 1998; Park et al. 2006; Myers et al. 2018; Schmeisser et al. 2019). 468 

Lastly, while our MHW analyses suggest that incorporating SSHA in our CS-LIM 469 

framework implicitly provides information about North Pacific upper ocean dynamics, including 470 

mixed layer variability, SSHA ultimately serves as a proxy for pycnocline variability. Future 471 

studies will explore whether the use of alternative subsurface variables could further improve the 472 

results. Additionally, while the role of atmospheric variability in MHW onset and persistence is 473 

implicitly included, explicitly incorporating atmospheric variables could allow us to examine how 474 
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their seasonal variations drive MHWs. These aspects will be the focus of investigation in a follow-475 

up study. 476 

 477 

Methods 478 

Data  479 

Monthly SST and Sea Surface Height (SSH) at 1o×1o spatial resolution were obtained from the 480 

European Centre for Medium-Range Weather Forecasting (ECMWF) Ocean Reanalysis System 5 481 

(ORAS5; Zuo et al. 2019) for the tropical and sea-ice free North Pacific regions (25oS-70oN, 482 

120oE-70oW) during the years 1958-2021. Anomalies of each field (SSTA, SSHA) were derived 483 

by removing the mean seasonal cycle and then removing the long-term trend identified by the ST-484 

LIM (e.g., Frankignoul et al. 2017; Xu et al. 2022), which captures the accelerated trend over the 485 

historical period in many regions of the global ocean (Xu et al. 2022; Hemming et al. 2024). 486 

Empirical Orthogonal Functions (EOFs), representing the dominant patterns of variability, and the 487 

Principal Components (PCs), representing the time-evolving amplitudes of these patterns, were 488 

identified for sub-domains of each field, including tropical Pacific (25oS-25oN) and North Pacific 489 

(25oN-70oN). The leading 12/12 (8/8) PCs of SSTA/SSHA in the North Pacific (tropical Pacific) 490 

ocean were used for constructing the empirical framework, which explains 72.0%/50.7% 491 

(74.7%/66.7%) of the total variance in each field. This combination of PCs was chosen to 492 

realistically represent the variability while producing reasonably skillful hindcast of Northeast 493 

Pacific MHWs. Our results were not sensitive to this choice. 494 

Linear Inverse Model 495 

a. Overview 496 
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A linear dynamical system can reasonably approximate the evolution of ocean surface anomalies 497 

in the Pacific sector as, 498 

d𝐱

d𝑡
= 𝐋𝐱 + 𝛏 (1) 

where 𝑡  is time, 𝐱(𝑡)  is the state vector, 𝐋  is the linear dynamical operator that provides the 499 

deterministic evolution of the system, and 𝛏(𝑡)  is the stochastically-forced white noise (with 500 

spatial coherence), representing unpredictable and rapidly decorrelating nonlinearities (Penland & 501 

Sardeshmukh 1995; Shin et al. 2021; Xu et al. 2021; Zhao et al. 2021; Alexander et al. 2022; 502 

Capotondi et al. 2022; Xu et al. 2022). The general fluctuation-dissipation relation (FDR), also 503 

known as the Lyapunov equation governing the stability of such a linear dynamical system, is as 504 

follows: 505 

d𝐂(0)

d𝑡
= 𝐋𝐂(0) + 𝐂(0)(𝐋)T + 𝐐 (2) 

in which 𝐂(0) = 〈𝐱(𝑡)𝐱(𝑡)T〉 is the auto-covariance matrix, and 𝐐 = 〈𝛏(𝑡)𝛏(𝑡)T〉 is the stochastic 506 

forcing covariance. 507 

In a cyclostationary assumption, the first and the second statistical moments of 𝐱 are cyclic 508 

with a period T. To incorporate the prominent annual cycle dependence of the climate system (T 509 

= 12 months), CS-LIM determines 𝐋𝑗 for each calendar month 𝑗 separately: 510 

𝐋𝑗 = 𝜏0
−1 ln[𝐂𝑗(𝜏0)𝐂𝑗(0)−1] ,                    𝑗 = 1,2, … ,12 (3) 

where 𝐂𝑗(0) = 〈𝐱𝑗(𝑡)𝐱𝑗(𝑡)T〉  and 𝐂(𝜏0) = 〈𝐱𝑗(𝑡 + 𝜏0)𝐱𝑗(𝑡)T〉  are the lag-0 and the lag- 𝜏0 511 

covariance matrices, respectively. Note that 𝜏0 is the training lag; here we used 𝜏0 = 1 month 512 

following previous studies (e.g., Shin et al. 2021; Wang et al. 2023). Additionally, we use 3-month 513 
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running means of the lag-0 and lag-𝜏0 covariance matrices centered on each calendar month before 514 

estimating 𝐋𝑗, to effectively increase the sample size while retaining the seasonal cycle. 515 

Having obtained 𝐋𝑗, 𝐐𝑗 can be estimated via a discretized form of (2), 516 

1

2
[𝐂𝑗+1(0) − 𝐂𝑗−1(0)] = 𝐋𝑗𝐂𝑗(0) + 𝐂𝑗(0)(𝐋𝑗)

T
+ 𝐐𝑗 ,     𝑗 = 1,2, … ,12 (4) 

Note that 𝐂𝑗(0) = 𝐂𝑗+𝑇(0). See Shin et al. (2021) for detailed information on CS-LIM. 517 

b. Numerical Integration 518 

Following Penland & Matrosova (1994) and Shin et al. (2021), we numerically integrated the CS-519 

LIM forward with a time step Δ𝑡 = 16 ℎ𝑟𝑠, 520 

𝐲(𝑡 + Δ𝑡) = [𝐈 + 𝐋Δ𝑡]𝐲(𝑡) + √Δ𝑡𝐒𝐫(𝑡) (5) 

𝐱(𝑡 + Δ𝑡/2) = [𝐲(𝑡 + Δ𝑡) + 𝐲(𝑡)]/2 521 

where 𝐒 = 𝐕√𝚲 is the stochastic forcing amplitude matrix (𝐕 and 𝚲 are the eigenvectors and 522 

eigenvalues of 𝐐, respectively). 𝐫(𝑡) is a random Gaussian noise vector whose components have 523 

zero mean and unit variance. Note that 𝐋 and 𝐒 exhibit periodic behaviours derived from (3) and 524 

(4). The numerical simulation, first initialized from 𝐱(0) = 𝐲(0) = 0 and ran for a 2000-yr spin-525 

up time, were integrated for 128,000 yrs and divided into 2000-member ensembles of 64-yr 526 

segments matching the length of the observed record. 527 

c. Diagnostic Experimental Design 528 

Following previous studies such as Newman (2007), Zhang et al. (2021), Zhao et al. (2021), 529 

Alexander et al. (2022), Jin et al. (2023), and Kido et al. (2023), the coupled system between the 530 

tropical and North Pacific ocean basins can be expressed by rewriting (1) as, 531 
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d

d𝑡
[
𝐱𝑁

𝐱𝑇
] = [

𝐋𝑁𝑁 𝐋𝑁𝑇

𝐋𝑇𝑁 𝐋𝑇𝑇
] [

𝐱𝑁

𝐱𝑇
] + [

𝛏𝑁

𝛏𝑇
] (6) 

where the subscripts N and T represent the North Pacific and tropical Pacific fields, respectively. 532 

The submatrices of 𝐋  encapsulate internal North Pacific ( 𝐋𝑁𝑁 ) and tropical Pacific ( 𝐋𝑇𝑇 ) 533 

processes, as well as the influence of the tropical Pacific (North Pacific) on the North Pacific 534 

(tropical Pacific), denoted by 𝐋𝑁𝑇 (𝐋𝑇𝑁). The latter two terms are also referred to as the tropical-535 

extratropical coupling dynamics. From (6), the North Pacific dynamical system can be separately 536 

written as, 537 

d𝐱𝑁

d𝑡
= 𝐋𝑁𝑁𝐱𝑁 + 𝐋𝑁𝑇𝐱𝑇 + 𝛏𝑁 (7) 

Since the state vector 𝐱𝑁  and 𝐱𝑇  each includes SSTA and SSHA for the corresponding ocean 538 

basins, the internal North Pacific dynamics 𝐋𝑁𝑁 can be further decomposed as follows: 539 

𝐋𝑁𝑁 = [
𝐋𝑁,𝑆𝑆𝑇−𝑁,𝑆𝑆𝑇 𝐋𝑁,𝑆𝑆𝑇−𝑁,𝑆𝑆𝐻

𝐋𝑁,𝑆𝑆𝐻−𝑁,𝑆𝑆𝑇 𝐋𝑁,𝑆𝑆𝐻−𝑁,𝑆𝑆𝐻
] (8) 

Given that SSHA is a proxy for upper ocean heat content, these submatrices represent surface 540 

(𝐋𝑁𝑆𝑆𝑇−𝑁𝑆𝑆𝑇) and upper ocean dynamics (𝐋𝑁𝑆𝑆𝐻−𝑁𝑆𝑆𝐻), as well as their coupling  (𝐋𝑁𝑆𝑆𝑇−𝑁𝑆𝑆𝐻 and 541 

𝐋𝑁𝑆𝑆𝐻−𝑁𝑆𝑆𝑇). 542 

We conduct two decoupling experiments to diagnose different aspects of MHWs in the 543 

Northeast Pacific.  544 

(1) We eliminate the coupling effect between the North Pacific and the tropical Pacific by 545 

setting 𝐋𝑁𝑇 = 𝐋𝑇𝑁 = 0, thereby isolating the dynamical system with processes internal to 546 

each ocean basin. 547 
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(2) We remove the coupling effect between North Pacific SSTA and SSHA by setting 548 

𝐋𝑁,𝑆𝑆𝑇−𝑁,𝑆𝑆𝐻 = 𝐋𝑁,𝑆𝑆𝐻−𝑁,𝑆𝑆𝑇 = 0, hence allowing the surface ocean and upper ocean of the 549 

North Pacific to evolve independently. 550 

For each experiment, we either rerun the entire CS-LIM ensemble (2000 realizations of 64-yr 551 

segments) without coupling dynamics, or restart each MHW in the fully-coupled CS-LIM 552 

ensemble, removing the coupling dynamics starting either from the MHW onset or 6 months before 553 

its onset, while keeping the Gaussian noise realization identical to the original CS-LIM integration. 554 

This allows us to diagnose the deterministic coupling effect on MHWs.  555 

We note that the second experiment requires careful handling. Allowing the surface and 556 

upper oceans of the North Pacific to evolve independently can lead to changes in the tropical 557 

Pacific, which ultimately feed back to the North Pacific. As such, the result of experiment (2) 558 

would represent not only the coupling effect between SSTA and SSHA, but also the response and 559 

feedback from the tropical Pacific to that coupling effect. To avoid these additional changes, we 560 

adopt an approach similar to a pacemaker experiment (e.g., Deser et al. 2017; Amaya et al. 2019), 561 

by restoring the tropical Pacific evolution to be the same as in the original CS-LIM integration, 562 

while allowing the North Pacific to evolve freely under our specified diagnostic scenario.  563 

 564 

Intensity-Duration-Frequency (IDF) of MHWs 565 

Frequency is determined by calculating the number of events that exceed (≥) a given intensity for 566 

a period longer than (≥ ) a specified duration, divided by the total number of years in the 567 

observational record and multiplied by ten years. Therefore, the unit for frequency is events per 568 

decade. The IDF plot is constructed by calculating the frequency for each combination of intensity 569 
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and duration thresholds. This includes intensities ranging from 0.1𝜎 to 2.0𝜎 and durations from 1 570 

to 12 months. 571 

 572 

Significance Tests 573 

(a) Probability Distribution of the NEPac index 574 

For each realization of the 2000-member CS-LIM ensemble, we obtain the simulated Blob 575 

index, extract either DJF or JJA anomalies, and calculate their corresponding PDF. In Fig. 2a-b, 576 

the mean and the 95% confidence interval (2.5th, and 97.5th percentiles) of the PDFs are depicted 577 

by solid and dashed lines, respectively. 578 

(b) Seasonal standard deviation of the NEPac index 579 

We obtain the simulated Blob index for each realization of the 2000-member CS-LIM 580 

ensemble and calculate the seasonally varying standard deviations. In Fig. 2e, the mean, 2.5th, and 581 

97.5th percentiles of the standard deviations are depicted by gray lines. 582 

(c) Seasonal standard deviation of the noise forcing on the NEPac region 583 

For each realization of the 2000-member CS-LIM ensemble, we derive seasonally-varying 584 

dynamical operator and noise forcing from (3) and (4). The amplitude of the noise forcing for each 585 

calendar month at each grid point can be estimated by taking the square root of the diagonal 586 

elements of 𝐄𝐎𝐅 ⋅ 𝐐𝑗 ⋅ 𝐄𝐎𝐅T. The noise forcing acting on the NEPac region can be estimated by 587 

averaging within the NEPac region. In Fig. 2f, the mean, 2.5th, and 97.5th percentiles of the standard 588 

deviations are depicted by gray lines. 589 

(d) Occurrences of MHWs 590 
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Following a procedure similar to deriving the IDF plot for the observed Blob index, we 591 

obtain the simulated Blob index from each realization of the 2000-member CS-LIM ensemble 592 

and calculate the IDF plot for each index. The 2.5th and 97.5th percentiles of the IDF plot are then 593 

compared with the observed IDF to assess the significance. For a given intensity and duration, 594 

the observed frequency significantly differs from our CS-LIM simulated frequency if it surpasses 595 

the 97.5th percentile or falls below the 2.5th percentile (Fig. 3). 596 

 597 

Data Availability 598 

The ORAS5 reanalysis is publicly available at 599 

https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-oras5?tab=overview. The large CS-600 

LIM ensemble is available by running the MATLAB code provided at 601 

https://github.com/Tongtong-Xu-PSL/CS-LIM or upon request. 602 

 603 

Code Availability 604 

All analyses were performed using MATLAB. Codes can be accessed at 605 

https://github.com/Tongtong-Xu-PSL/CS-LIM. 606 
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