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Key Points: 12 

• Bottom Temperature (BT) forecasts along the North American West Coast by a Linear 13 

Inverse Model (LIM) are more skillful than persistence. 14 

• Elevated BT forecast skill is linked to ENSO, with a delayed response along the coast 15 

relative to the tropical Pacific. 16 

• BT predictability is higher at locations with ~50-150m bathymetric depth, and in 17 

Canadian waters. 18 
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Abstract 20 

Bottom Temperature (BT) along the North American West Coast strongly influences benthic and 21 

demersal marine species. However, since high-resolution coastal-wide data and prediction 22 

systems are lacking, seasonal BT forecast efforts have been limited and sources of BT 23 

predictability largely undiagnosed. Here, an empirical model called a Linear Inverse Model 24 

(LIM), constructed from a high-resolution ocean reanalysis, is used to predict BTs along the 25 

North American West Coast and to identify “forecasts of opportunity” when BTs may be 26 

especially predictable. The LIM is considerably more skillful than persistence, particularly when 27 

targeting winter, with anomaly correlation skill values of 0.6 at six month lead. As identified a 28 

priori through analysis of the LIM’s dynamics, elevated forecast skill is linked to El Niño-29 

Southern Oscillation (ENSO), which drives a predicted BT response whose peak occurs later 30 

with increasing latitude. We find that ENSO therefore drives the BT forecasts of opportunity, 31 

with skill of hindcasts corresponding to the top quintile of ENSO events reaching 0.6 at six 32 

month lead, while the remaining 80% of the hindcasts has skill of only 0.4. Also, forecast skill is 33 

maximized for locations where bathymetry depths are around 50-150m, which is anticipated 34 

from the LIM’s forecast signal-to-noise ratio.  35 

 36 

Plain Language Summary 37 

Ocean bottom conditions, such as Bottom Temperatures (BT), can directly affect the ecosystem 38 

of the benthic and demersal marine species along the North American West Coast. Due to the 39 

lack of high-resolution data and prediction systems, seasonal forecasts of BT and diagnosis of 40 

BT predictability have been limited. In this study, we construct a multivariate linear dynamical 41 

model, called a Linear Inverse Model (LIM), to predict BTs along the North American West 42 
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Coast and to identify the circumstances and timing when BTs may be especially predictable. We 43 

find the LIM predictions are substantially more skillful than the baseline, i.e., simply taking the 44 

current ocean anomalies as the future predicted states, a simplest approach possible. 45 

Furthermore, the LIM prediction skill is mainly improved when targeting winter, which is linked 46 

to El Niño-Southern Oscillation (ENSO), the dominant phenomenon of interannual variability of 47 

the climate system. The LIM prediction skill is maximized for locations where bathymetry 48 

depths are around 50-150m, which may be related to different processes influencing ocean 49 

characteristics of different depths. 50 

 51 

1 Introduction 52 

The coastal ocean along the North American West Coast is an essential ecosystem 53 

habitat, which naturally supplies numerous nutrients critical for the living of marine species, and 54 

in turn contributes to high proportion of commercial fish yield (e.g., Capone & Hutchins 2013; 55 

Stock et al. 2015). Among relevant physical drivers, ocean temperature has been identified as a 56 

leading factor affecting the physiological processes of aquatic organisms and species (e.g., 57 

Drinkwater et al. 2010; Ottersen et al. 2010; Sampaio & Rosa 2020). Thus, skillful forecasts of 58 

ocean temperature are key to reliably predict future ecosystem fluctuations and provide guidance 59 

on mitigation strategies. 60 

Predictions of ocean temperatures have mainly focused at the surface, which is more 61 

easily measured and observed than the deeper ocean. Sea Surface Temperature (SST) seasonal 62 

forecasts along the North American West Coast have shown skill (e.g., Stock et al. 2015; 63 

Hervieux et al. 2019; Jacox et al. 2019), apparently associated with local and remote effects of El 64 
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Niño-Southern Oscillation (ENSO) (e.g., Wen et al. 2012; Capotondi et al. 2019a; Jacox et al. 65 

2019). During ENSO development, equatorial Kelvin waves propagate eastward along the 66 

equator, and then continue poleward along the coast as coastally-trapped Kelvin waves, inducing 67 

thermocline variability (e.g., Jacox et al. 2015; Engida et al. 2016; Ray et al. 2020; Amaya et al. 68 

2022). These coastally-trapped waves have amplitude and offshore scale that decrease with 69 

latitude (e.g., Hermann et al. 2009; Frischknecht et al. 2015; Gómez-Valdivia et al. 2017), so that 70 

they may be more impactful in the lower-latitude coastal waters. At higher latitudes, changes in 71 

atmospheric circulation associated with ENSO atmospheric teleconnections may play a greater 72 

role. These atmospheric circulation changes involve a deepening and eastward displacement of 73 

the Aleutian Low, causing variations in the alongshore winds and coastal upwelling (e.g., 74 

Hermann et al. 2009; Jacox et al. 2015; Ding et al. 2021), and usually follow the ENSO peak 75 

phase by a few months (e.g., Deser & Blackmon 1995; Alexander et al. 2002; Liu & Alexander 76 

2007).  77 

On the other hand, ocean bottom conditions can directly affect the abundance and 78 

distribution of benthic and demersal marine species (e.g., Keller et al. 2015; Barbeaux et al. 79 

2020; Norton et al. 2020), so forecasting Bottom Temperatures (BT), or ocean temperatures 80 

along the continental shelf, is also very important. Recent studies (Alexander et al. 2023; Amaya 81 

et al. 2023) have shown that BTs are highly correlated with SSTs in relatively shallow regions, 82 

where the mixed layer can extend close to the sea floor, suggesting that in those regions, 83 

mechanisms contributing to SST variability and predictability may also contribute to the 84 

predictability of BT. In addition to mixed layer dynamics, vertical movements of the 85 

thermocline, due, e.g., to coastal wave propagation or variability of coastal upwelling, can also 86 

influence both SSTs and BTs in those regions where the ocean depth is similar to thermocline 87 
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depth. Deep locations below the thermocline, on the other hand, may experience variability that 88 

is unrelated to SST, but more affected by subsurface ocean currents (e.g., the California 89 

undercurrent) and their interactions with the local bathymetry (e.g., Breaker 2019; Kurczyn et al. 90 

2019; Ray et al. 2020). 91 

Until now, only a few studies have examined BT forecasts and the sources of BT 92 

predictability. The main tools for seasonal predictions are climate models. Yet the resolution of 93 

the current generation of climate models is relatively coarse, and unable to sufficiently capture 94 

the shelf-scale dynamics and coastal processes (Stock et al. 2011). This has led to efforts using 95 

dynamical downscaling techniques (see reviews by Jacox et al. 2020), which typically involve 96 

the use of a regional ocean model forced at the ocean surface and lateral boundaries by the 97 

output of a global model. Studies that used dynamical downscaling to predict BT showed 98 

differences in skill in different regions. For example, the dynamical downscaling conducted by 99 

JISAO’s Seasonal Coastal Ocean Prediction of the Ecosystem (J-SCOPE) (Siedlecki et al. 2016), 100 

for Washington and Oregon coastal waters, indicated that BTs are more realistically simulated 101 

than SSTs and that BT forecasts are more skillful at mid-shelf locations than at shallower sites. 102 

On the other hand, another dynamical downscaling application in the Eastern Bering Sea Shelf 103 

(Kearney et al. 2021), a region strongly affected by seasonal sea ice cover, suggested that the BT 104 

forecast skill is only marginally better than persistence, and that sea ice is a prediction barrier. 105 

For the California Current System, dynamical downscaled forecasts exhibit greater persistence 106 

and better forecasts of BT than SST; the skill of both is mainly associated with ENSO 107 

teleconnections (Jacox et al. in review). These examples demonstrate the potential of dynamical 108 

downscaling in delivering useful BT forecasts.  109 
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However, these dynamical downscaling approaches can be computationally very 110 

expensive, an aspect that poses significant limitations to the feasibility of probabilistic forecasts 111 

where several ensemble members are needed. In addition, the results obtained with the regional 112 

systems may be strongly impacted by the potential biases of the global models that provide the 113 

surface forcing and lateral boundary conditions for those systems, possibly introducing errors in 114 

the predicted fields (Capotondi et al. 2019b; Jacox et al. 2020). These issues with dynamical 115 

downscaling make alternative statistical approaches very attractive. For example, a set of simple 116 

linear regression models using indices (such as Gulf Stream indices) to predict BT along the 117 

Northeast U.S. Continental Shelf found that oceanic advection, from both the north (Labrador 118 

Current) and from the south (Gulf Stream), contributes to enhance BT hindcast skill beyond the 119 

persistence (Chen et al. 2021). These results were made possible by the recent release of 120 

GLORYS12v1 ocean reanalysis (Lellouche et al. 2021), an eddy-resolving global ocean product 121 

with sufficient horizontal resolution (1/12o, ~9km) to reasonably resolve the North American 122 

coastal environment (Alexander et al. 2023; Amaya et al. 2023). These results suggest the 123 

potential of other applications of this reanalysis for BT forecasts using statistical approaches.  124 

A multivariate empirical dynamical approach that has proven useful in climate prediction 125 

is the Linear Inverse Model (LIM; Penland & Sardeshmukh 1995). Numerous studies have 126 

shown that LIMs realistically capture the seasonal evolution of surface anomalies in the Pacific 127 

sector (e.g., Alexander et al. 2008; Lou et al. 2020; Xu et al. 2021; Zhao et al. 2021; Capotondi et 128 

al. 2022), making SST forecasts with skill comparable to operational forecast models (e.g., 129 

Newman & Sardeshmukh 2017; Shin & Newman 2021). Additionally, the LIM can estimate 130 

potential predictability, of both itself and other forecast models (e.g., Newman & Sardeshmukh 131 
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2017), including determining -- in advance -- forecasts with potentially higher prediction skill, 132 

sometimes called “forecasts of opportunity” (e.g., Albers & Newman 2019; Mariotti et al. 2020).  133 

Motivated by these studies, we construct a LIM for the Pacific basin, to forecast BTs 134 

along the North American West Coast on seasonal timescales. By applying the LIM to BTs, we 135 

aim to answer the following questions: (a) how well can we forecast BTs in this region, and (b) 136 

can we identify key mechanisms or conditions conducive to skillful BT forecasts? The paper is 137 

organized as follows. In Section 2, we describe the ocean reanalysis state variables and their 138 

preprocessing, followed by an introduction of the LIM methodology and its application to the 139 

identification of  “forecasts of opportunity”, within the LIM framework. In Section 3, we present 140 

our hindcast results, including the seasonal and bathymetric depth dependence of the hindcast 141 

skill, and highlight how the BT predictability is linked to ENSO. A summary is described in 142 

Section 4. 143 

2 Data and Methods 144 

2.1 Data 145 

We use monthly BTs, SSTs, and Sea Surface Heights (SSHs) over the years 1993-2019 146 

from the GLORYS12v1 ocean reanalysis (Lellouche et al. 2021), chosen for its reasonably good 147 

representation of the North American coastal environment (e.g., see Alexander et al. 2023; 148 

Amaya et al. 2023; and references therein). We focus on BT along the North American West 149 

Coast, spanning 15°-60°N, 145°-100°W, and for bottom depths to 400 m (Fig. 1). Pacific basin 150 

SST and SSH (extending from 20°S-60°N and from 100°E-68°W) are incorporated for their 151 

potential contribution to BT forecasts. Anomalies of each field (BTA, SSTA, SSHA) are 152 

obtained by removing the seasonal mean climatology and subtracting the linear trend. While the 153 



manuscript submitted to Journal of Geophysical Research: Oceans 

 

long-term trend has evolved nonlinearly within some regions (Frankignoul et al. 2017; Xu et al. 154 

2022), a linear estimate may be reasonable for the short period of 1993-2019. 155 

 156 

 157 

Figure 1. Bathymetry depth (m) along the North American West Coast. 158 

 159 

2.2 Linear Inverse Model 160 

A LIM assumes that the evolution of coarse-grained climate anomalies can be 161 

approximated by deterministic linear dynamics plus unpredictable (rapidly decorrelating) 162 

nonlinearities represented as stochastic white noise forcing, or: 163 d𝐱d𝑡 = 𝐋𝐱 + 𝛏 (1)

where 𝐱(𝑡) is a climate anomaly state vector, 𝐋 is a stable linear dynamical operator, 𝛏(𝑡) is 164 

temporally white noise (which can have spatial coherence determined from a balance relation), 165 

and 𝑡 is time (Penland & Sardeshmukh 1995). 𝐋 is determined from the observed simultaneous 166 
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and lagged covariances of 𝐱(𝑡), as described in Penland & Sardeshmukh (1995) and Newman et 167 

al. (2003): 168 

𝐋 = 𝜏଴ି ଵ ln(𝐂(𝜏଴)𝐂(0)ିଵ) (2)

in which 𝐂(0) = 〈𝐱(𝑡)𝐱(𝑡)୘〉 is the auto-covariance matrix, 𝐂(𝜏଴) = 〈𝐱(𝑡 + 𝜏଴)𝐱(𝑡)୘〉 is the lag-169 𝜏଴ covariance, and 𝜏଴ denotes the time lag between 𝐱(𝑡) and 𝐱(𝑡 + 𝜏଴). Note that 𝜏଴ is a training 170 

lag. If (1) is a reasonable representation of the climate dynamical evolution, the resulting L 171 

operator should be independent of the chosen 𝜏଴, and capable of accurately reproducing lag-172 

covariance statistics at lags longer than the training lag (Penland & Sardeshmukh 1995). Here we 173 

chose 𝜏଴ = 1 month, following previous studies that have tested the suitability of such a training 174 

lag (e.g., Newman & Sardeshmukh 2017; Shin & Newman 2021; Xu et al. 2022). 175 

Having obtained 𝐋, ensemble-mean forecasts for any lead time 𝜏 are 176 

𝐱ො(𝑡 + 𝜏) = exp(𝐋𝜏) 𝐱(𝑡) ≡ 𝐆(𝜏)𝐱(𝑡), (3)

with expected forecast error variance determined by the diagonal of 177 

𝐄(𝜏) = 𝐂(0) − 𝐆(𝜏)𝐂(0)𝐆(𝜏)୘ (4)

in which 𝐄(𝜏) is the expected forecast error covariance matrix, and 𝐆(𝜏) ≡ exp(𝐋𝜏) is the 178 

Green’s function. 179 

In our study, 𝐱(𝑡) consists of coastal BTA, Pacific SSTA and SSHA. To reduce 180 

dimensionality, anomalies of each field were first projected on their Empirical Orthogonal 181 

Functions (EOFs), and associated time evolving amplitudes, i.e., Principal Components (PCs). 182 𝐱(𝑡) is then constructed by a leading subset of PCs of each field. We retain the leading 15/9/8 183 

PCs of BTA/SSTA/SSHA, representing 84/54/39% of each field’s variance. This combination of 184 
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PCs is chosen to maximize the cross-validated forecast skill of BTA. Truncating to different 185 

numbers of PCs does not fundamentally change our results. 186 

Following previous LIM studies (e.g., Newman & Sardeshmukh 2017; Shin & Newman 187 

2021; Breeden et al. 2022), independent hindcast skill is evaluated through ten-fold cross-188 

validation. This is done by first dividing the data record into 10 subsamples with equivalent 189 

lengths. We compute the linear operator 𝐋 from 90% of the data record (i.e., 9 subsamples). This 190 𝐋 is then applied to the remaining 10% record (i.e., 1 subsample), which serve as initial 191 

conditions to obtain the subsequent 1-12 month forecast. This process is repeated ten times to 192 

obtain forecasts for each 10% record, which are then concatenated together into the forecast time 193 

series over the full length of the data record. Hindcast skill is measured using local anomaly 194 

correlation between the hindcasts and their corresponding observed verifications. 195 

2.3 Diagnosing LIM predictability 196 

In some sense, predictability (or potential forecast skill) represents a tradeoff between a 197 

deterministic (predictable) signal and the inherent uncertainty induced by unpredictable noise 198 

(Lorenz 1963; Scaife & Smith 2018). It therefore may be assessed using a forecast signal-to-199 

noise ratio, which in the LIM is easily determined using (3) and (4) from the ratio of the forecast 200 

variance and the expected error variance. The expected LIM forecast skill (e.g., measured by 201 

anomaly correlation) is then a monotonic function of this ratio (Sardeshmukh et al. 2000). 202 

Since forecast error variance from (4) depends only on lead time and not on the initial 203 

anomaly, case-to-case variations in expected LIM forecast skill are entirely determined by 204 

variations of forecast amplitude in (3) (Newman et al. 2003). Forecasts of opportunity may 205 

therefore be identified in advance by determining relatively small-amplitude initial conditions 206 
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that undergo maximum anomaly amplification over some finite time interval 𝜏 (e.g., Breeden et 207 

al. 2020; Capotondi et al. 2022). Such “optimal precursors” are identified by the amplitude ratio 208 𝛾ଶ between an initial and a final state over the time interval 𝜏, measured by 209 

𝛾ଶ(𝜏) = 𝐱(𝑡)୘𝐆(𝜏)୘𝐍𝐆(𝜏)𝐱(𝑡)𝐱(𝑡)୘𝐱(𝑡)  (5)

where 𝐍 is a matrix representing a final pattern or target variable of interest (Farrell 1988). In 210 

this study, we use 𝐍 to target BTA throughout the coastal domain, such that 211 

𝐍 = ቂ 𝐈 0 ቃ (6)

where 𝐈 is the identity matrix, i.e., only diagonal elements corresponding to BTA are 1 and all 212 

other elements are 0. This 𝐍 is to maximize the ratio between the amplitude of the evolved BTA 213 

and the amplitude of the initial conditions, with the aim of identifying precursors leading to 214 

particularly skillful BTA predictions. The optimal precursor that subsequently leads to maximum 215 

BTA growth over a given time interval 𝜏 is simply the leading eigenvector of 𝐆(𝜏)୘𝐍𝐆(𝜏). 216 

3 Results 217 

3.1 North American West Coast BTA Variability 218 

Along the West Coast, BTA variability is dominated by a pattern with larger magnitude 219 

in the southern (Baja California) than in the northern parts of the domain, captured by the leading 220 

EOF of BTA (Fig. 2a). The dominant patterns of Pacific SSTA and SSHA (EOFs shown in Fig. 221 

2b) are both typical of the mature phase of ENSO: large SSTA amplitude in the central and 222 

eastern Pacific, and an east-west SSH dipole indicative of a deeper (shallower) thermocline in 223 

the eastern Pacific and a shallower (deeper) thermocline in the western Pacific (e.g., Meinen & 224 

McPhaden 2000; Capotondi et al. 2020). The time evolving amplitudes of the leading EOFs for 225 
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each field (i.e., their PCs), are shown in Fig. 2c. While each field’s dominant pattern is 226 

determined separately, their PCs are highly correlated (𝑟 = 0.8), suggesting that BTA along the 227 

North American West Coast may be linked to ENSO variability in the tropical Pacific. 228 

 229 

 230 

Figure 2. Dominant patterns of variability. The leading Empirical Orthogonal Function (EOF1) 231 

of (a) Bottom Temperature Anomaly (BTA), (b) Sea Surface Temperature Anomaly (SSTA; 232 

shading), and Sea Surface Height Anomaly (SSHA; contour). Contour is SSHA at values 2 233 

(thin), 4 (thick) (positive: red; negative: blue). Percentage variance explained by each EOF1 is 234 

marked. (c) The corresponding Principal Component (PC1) of BTA (blue), SSTA (red), and 235 

SSHA (orange). Correlations between PC1 of different variables are indicated on top of panel c. 236 

EOF1/PC1 of each field is separately normalized for display purpose. (d) Lead-lag correlation 237 

(x-axis) between SSTA PC1 and local BTA, derived for each grid point, averaged for every 0.6o 238 

latitudinal bin, and displayed as a function of latitude (y-axis). Positive (negative) leads denote 239 

SSTA PC1 preceding (following) local BTA. Dashed line is the peak correlation at each latitude. 240 

 241 
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As ENSO may exhibit its influence along the coast with different lags, we may expect 242 

some lead-lag response between ENSO and BTA variability. Indeed, we find ENSO tends to lead 243 

BTA along the West Coast by a few months, illustrated by the lead-lag correlation between the 244 

leading SSTA PC and the BTA time series determined for each latitude along the coast (Fig. 2d). 245 

BTA variations appear quasi-synchronous with ENSO in the southern part of the coastal domain, 246 

since BTA is maximally correlated there with the leading SSTA PC at about 0-month lag. 247 

Moving poleward, the correlation peaks at gradually longer lags (~5 months in the north), 248 

indicating a delayed response of the coastal BTA signal to ENSO. A similar delayed response 249 

has been found between SSTA in the California Current System and the tropical Pacific (e.g., 250 

Jacox et al. 2019). 251 

3.2 Skillful Seasonal BTA Prediction 252 

The potential link between BTA along the North American West Coast and ENSO 253 

motivates the construction of the Pacific LIM (section 2.2) and its use for seasonal BTA 254 

prediction. Figure 3 compares the LIM’s BTA hindcast skill to persistence, which gauges how 255 

much prediction skill is due to local memory alone, often used as a baseline for prediction skill 256 

of many ocean variables (e.g., Qiu et al. 2014; Jacox et al. 2019; Amaya et al. 2022). Evaluated 257 

in terms of local anomaly correlation, the 6-month-lead persistence skill (Fig. 3a) is ~0.3 on 258 

average, and the 12-month-lead persistence skill (Fig. 3b) is only ~0.1.  259 

 260 
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 261 

Figure 3. BTA hindcast skill (anomaly correlation) comparison between persistence and Linear 262 

Inverse Model (LIM). (a) 6-, (c) 12-month-lead persistence, and (b) 6-, (d) 12-month-lead LIM 263 

hindcast skill. 264 

 265 

LIM hindcasts are significantly more skillful than persistence in most locations. Skill 266 

values are as high as ~0.6 for leads of 6 months in Canadian coastal waters and along Baja 267 

California (Fig. 3c), and still ~0.6 at 12-month lead in Canadian waters (Fig. 3d). Skill 268 

determined separately for southern, central, and northern sub-regions is shown as a function of 269 

verification month and lead time in Fig. 4. For all three sub-regions (Fig. 4a-c), skill values are 270 

significant for LIM hindcasts verified during winter/spring, for lead times up to ~10-12 months. 271 
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When verifying during summer/fall, LIM hindcast skill is generally lower, especially in the 272 

southern and central sub-regions. ENSO seasonality has been found to drive similar seasonal 273 

variations in skill for coastal SSTA, SSHA, BTA, and stratification forecasts (Jacox et al. 2019; 274 

Shin & Newman 2021; Jacox et al. in review), and it may be similarly influencing LIM BTA 275 

hindcast. 276 

 277 

 278 

Figure 4. (a-c) LIM forecast skill at 1-12 month leads compared to (d-f) persistence, spatially 279 

averaged for (a, d) southern (south of 32oN), (b, e) central (32oN~48oN), and (c, f) northern 280 

(north of 48oN) sub-regions. (a-c) LIM hindcast skill, where color dots represent significant skill 281 

values (95% confidence level based on bootstrapping). (d-f) Difference between LIM and 282 

persistence skill, where dots with black outlines indicate LIM skill significantly above 283 

persistence (95% confidence level). Verification month is on the x-axis, lead time is on the y-284 

axis. See Fig. 2a for the geographic range of each sub-region. 285 

 286 

There is also both a seasonal and latitudinal dependence to the locations and times when 287 

LIM prediction of BTA is relatively more skillful. In the southern sub-region, the LIM is 288 
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significantly more skillful than persistence in the late fall and the early winter (Fig. 4d). Moving 289 

poleward, the central sub-region shows significantly enhanced skill relative to persistence in late 290 

winter (Fig. 4e) and the northern sub-region is improved in early spring (Fig. 4f). This relatively 291 

high skill, moving northward from fall to winter to spring, suggests that the LIM dynamics 292 

capture the observed northward progression of the ENSO influence seen in Fig. 2d. 293 

3.3 Dependence of BTA Hindcast Skill on Bathymetric Depth 294 

We next evaluate how BTA hindcast skill varies as a function of bathymetry depth and 295 

lead time (Fig. 5a-c), obtained by partitioning the range of bathymetric depths into 20m bins, 296 

with hindcast skill averaged over each depth bin and lead time. This calculation is repeated 297 

separately for each sub-region. 298 

 299 

 300 

Figure 5. BTA (a-c) hindcast skill (anomaly correlation) and (d-f) signal-to-noise ratio, as a 301 

function of bathymetry depth and lead time. Each metric is separately evaluated for (a, d) 302 

southern, (b, e) central, and (c, f) northern sub-regions. The bathymetry depth is on the x-axis. 303 
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Lead time is shown on the y-axis. (e, f) Black dots denote signal-to-noise ratio at a certain depth 304 

and lead time is higher than its counterpart in (d). 305 

 306 

Overall, hindcasts tend to be least skillful at locations with either the shallowest or 307 

deepest bottom depths, and have maximum skill when the bottom depth lies at ~50-150m, 308 

depending upon latitude. For the southern sub-region at the shallowest depth bin, hindcast skill 309 

decreases rapidly with increasing lead time (Fig. 5a). However, as the bottom depth increases to 310 

~100m, skill extends to longer lead times, still exceeding ~0.6 at 7-month lead. Below 100m, 311 

skill again decreases more rapidly with lead time, an effect that intensifies with increasing depth. 312 

Similar results are seen for the other sub-regions (Fig. 5b-c), although the northern sub-region is 313 

generally most skillful for leads greater than about 6 months, and more skillful than the central 314 

sub-region across almost all bottom depths. 315 

By comparing hindcast skill to the forecast signal-to-noise ratios (section 2.3; Fig. 5d-f), 316 

we find that the local variations in hindcast skill (Fig. 5a-c) reflect variations in regional and 317 

depth-dependent predictability, rather than occurring by chance. In all three sub-regions, the 318 

signal-to-noise ratio first increases with increasing bathymetry depth, and then gradually 319 

decreases, tracking the depth dependence of BTA forecast skill at all latitudes (cf. Fig. 5d-f with 320 

Fig. 5a-c). In the southern sub-region, the depth dependence of the signal-to-noise ratio and total 321 

variance (cf. Fig. 5d with Fig. 6) are generally similar, whereas, for the other two sub-regions, 322 

BTA variance decreases monotonically with increasing bottom depth (Fig. 6). This contrast 323 

highlights the relatively higher predictability for bottom depths of ~50-150m, and for the 324 

northern sub-region. That is, in the northern sub-region, although the BTA variance and its 325 
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predictable portion are both small, the noise is smaller, resulting in a relatively large signal-to-326 

noise ratio and prediction skill extending to longer lead times. 327 

 328 

 329 

Figure 6. BTA variance as a function of bathymetry depth, separately evaluated for southern 330 

(blue), central (red), and northern (yellow) sub-regions. 331 

 332 

3.4 Optimal BTA Evolution linked to ENSO 333 

To help diagnose the dynamics contributing to BTA prediction skill, we identify the 7-334 

month-lead “optimal precursor”, the initial conditions of coastal BTA, Pacific SSTA and SSHA 335 

that will most efficiently develop into large amplitude BTA after 7 months (Section 2.3). We 336 

then identify a subset (top 20%) of the observed states that most strongly resemble (i.e., project 337 

onto) this optimal precursor, and compare their subsequent observed composite evolution to that 338 

predicted by the LIM. This also helps identify potential forecasts of opportunity (Section 2.3). 339 

The top 20% selected states consist of top 10% warm and top 10% cold samples. Cold samples 340 

are multiplied by -1 prior to deriving the composite. 341 

 342 
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 343 

Figure 7. Forecast of opportunity identified by the optimal growth approach, and compared to 344 

observations (i.e., GLORYS12v1 reanalysis). (a-b) Lead 0 month plots the composite of the top 345 

20% initial conditions that are most similar to the LIM’s optimal precursor for coastal BTA. (a-346 

b) Subsequent evolution at lead 3, 6, 9, 12 months is also composited, for (a) observations, and 347 

(b) LIM forecasts that are initialized from that top 20% conditions. Shading is SSTA. Contour is 348 

SSHA at 0.05m (thin), 0.1m (thick) (positive: red; negative: blue). (c-d) The top 20% initial BTA 349 

(shading) at 0 month and subsequent evolution at lead 1-24 month is composited, for (c) 350 

observation and (d) LIM forecast. Lead time is on x-axis. Latitude is on y-axis. The coastal 351 

SSTA is shown with contours at 0.6oC (thin), 1.2oC (thick). 352 

 353 

The SSTA component of the observed initial condition for the resulting warm-minus-cold 354 

composite (shading of Fig. 7a at 0-month lead) features warm anomalies in the central and 355 

eastern tropical Pacific and in the Northeast Pacific. Its observed composite evolution shows 356 
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strengthened warm anomalies in the tropical Pacific at 3- and 6-month leads, with subsequent 357 

decay at 9- and 12-month leads. Meanwhile, the initial SSHA component (contours in Fig. 7a at 358 

0-month lead) exhibits positive (negative) anomalies in the eastern (western) tropical Pacific. 359 

The east-west SSHA dipole structure in the tropical Pacific strengthens at 3- and 6-month leads, 360 

and then weakens at 9- and 12-month lead, consistent with ENSO development. 361 

The composite evolution of the observed BTA shows northward progression of the 362 

ENSO influence, with intensified BTA amplitudes occurring at longer lead time for higher 363 

latitudes (shading in Fig. 7c). The observed BTA evolution is obtained by deriving the coastal 364 

spatial pattern for each lead time and taking a spatial average for each latitudinal bin (0.6o bin 365 

width, similar to the process of deriving Fig. 2d), and is shown in a Hovmöller diagram. At 0-366 

month lead, warm BTA is shown along the coastal domain, with stronger anomalies in the south 367 

and weaker in the north. As lead time increases, warm anomalies in the southern sub-region are 368 

gradually intensified, reaching a peak magnitude at ~3-to-6-month lead, and then decay, whereas 369 

in the northern part of the domain the peak magnitude occurs at a later lead time. Meanwhile, the 370 

coastal SSTA evolution is in phase with BTA (cf. contour with shading of Fig. 7c). Together 371 

with the Pacific evolution shown in Fig. 7a, these results suggest that the observed BTA 372 

amplification in the southern part of the domain coincides with ENSO development in the 373 

tropical Pacific, as both peak at the same lead time. For regions further away from the tropical 374 

Pacific, it takes a longer time for ENSO related influences to arrive and affect the local 375 

temperature variability, hence the delayed BTA amplification. 376 

The result in Fig. 7 is not dominated by either warm or cold ENSO phase. To show this, 377 

we can separately analyze either the top 10% warm events (Fig. 8a) or the top 10% cold events 378 

(Fig. 8b). In both cases, although we have further reduced the sample sizes, we find similar 379 
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results to those obtained from the warm-minus-cold composite: the analysis based on the top 380 

10% warm (cold) conditions links the positive (negative) BTA growth and forecast skill to the 381 

development of El Niño (La Niña) in the tropical Pacific (not shown), with a northward 382 

progression of the ENSO influence.  383 

 384 

 385 

Figure 8. Same as Fig. 7c-d except for the top 10% (a) warm conditions, (b) cold conditions. 386 

 387 

Lastly, Fig. 7b and 7d show that our LIM forecast, initialized with the optimal initial 388 

condition, largely captures the observed composite’s anomaly growth and evolution, until 389 

reaching the longer lead times when the magnitude is somewhat underestimated. More 390 

importantly, forecasts whose initial conditions most resemble the optimal precursor have 391 

considerably elevated skill compared to the remaining forecasts (Fig. 9), suggesting that an 392 
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initial high projection on the optimal precursor can identify a priori the most skillful BTA 393 

forecasts. 394 

 395 

 396 

Figure 9. Skill of the hindcasts that are initialized from the top 20% initial conditions (brown), 397 

compared to skill of the remaining 80% hindcasts (gray), as well as hindcasts of all dates (blue). 398 

Skill is evaluated by spatially averaging the anomaly correlation within the coastal domain, for 399 

each lead. Blue shading represents the 95% confidence interval of the bootstrapped forecast skill. 400 

 401 

4 Conclusions 402 

In this study, using a LIM constructed from observed monthly Pacific SSTA, SSHA and 403 

coastal BTA, we investigated monthly BTA prediction along the North American West Coast for 404 

forecast leads of 1-to-12-months. The LIM’s BTA hindcasts were considerably more skillful 405 

than persistence, with forecast skill (evaluated by anomaly correlation) exceeding 0.6 for much 406 

of the coastal region for lead times up to 6 months, and extending to even longer leads along the 407 

northernmost part of the coast. The season of maximum skill shifted from late fall to early spring 408 

from the southern to northern part of the coastal domain. Skill varies with bottom depth and is 409 
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most pronounced at depths comparable to the depth of the thermocline along the North American 410 

West Coast, where variability can be large but the surface atmospheric noise is no longer felt.  411 

The LIM allowed us to identify, a priori, forecasts with high prediction skill arising from 412 

initial conditions with a large projection on the optimal precursors of BTA growth. These 413 

forecasts of opportunity are characterized by anomaly evolution consistent with ENSO 414 

development, implying that ENSO is a major contributor to BTA prediction skill beyond 415 

persistence. The delay in the timing of the maximum skill from south to north is consistent with 416 

the ENSO influence on the North American West Coast occurring through different mechanisms 417 

that operate at different lags. The southern part of the domain, with small to no lags relative to 418 

ENSO development, can be expected to be more influenced by the northward propagation of 419 

coastally-trapped waves of equatorial origin, while at higher latitudes, where the BT hindcast 420 

skill lags ENSO peak phase by several months, the ENSO influence may be more likely 421 

associated with atmospheric teleconnections.  422 

The individual processes associated with ENSO and their relative roles in BTA forecasts 423 

are not explicitly examined in this study. However, the skillful BTA hindcasts and their 424 

dependence on season, bottom depth and location, imply that the LIM is capable of implicitly 425 

incorporating these effects. Still, the explicit representation of these processes through the 426 

inclusion of additional variables, such as thermocline depth, ocean currents or surface winds, in 427 

the construction of the LIM, may further improve BT forecasts and shed light on the role of the 428 

individual mechanisms. This will require a follow-up study. 429 
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