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[1] A theoretical approach is used to quantify the information available to retrieve cloud
physical properties from data taken by a ground-based spectrometer measuring scattered
sunlight in the near-infrared wavelength region. Three wavelength regions between 0.9
and 1.7 mm, each containing water vapor, liquid, and ice absorption features, are examined
using a differential optical absorption spectroscopy optimal estimation retrieval technique.
Cloud properties that can be retrieved include path-integrated liquid water path and
path-integrated ice water path (PLWP and PIWP), cloud liquid and ice temperatures, and
the second moment of the photon path distribution. The accuracy of these cloud property
retrievals is estimated for a variety of simulated conditions, with key analysis assumptions
identified. The sensitivity of the measurements in the longest wavelength region to
liquid water and ice is high, allowing for accurate estimates of PLWP and PIWP under
optically thin clouds, while the shorter two wavelength bands provide more information
under optically thicker clouds. Observations of mixed-phase clouds over Barrow, Alaska,
are used to illustrate the practicality of the technique. Retrieved LWP values (inferred
from PLWP) are compared to LWP estimates from a microwave radiometer and an
atmospheric emitted radiance interferometer; PIWP estimates are compared to IWP
estimates from a millimeter-wave cloud radar. Cloud liquid temperature and photon path
distribution information retrieved from these data are also presented. Furthermore, we
suggest a technique for combining near-infrared spectral PLWP measurements with
microwave radiometer observations to estimate cloud droplet effective radius.
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1. Introduction

[2] The importance of clouds to the accurate modeling of
our climate system has been recognized for over two
decades [Ramanathan et al., 1983]. Differences in the
proper manner to represent clouds and cloud processes in
general circulation models (GCMs) remain a significant
source of the variation in estimates of the future climate
impact of greenhouse gases [Intergovernmental Panel on
Climate Change (IPCC), 2001]. The response of clouds to
the presence of aerosols is also increasingly being examined
as a potentially important term in future climate forcing with

even the sign of the forcing unknown [Lohmann and
Feichter, 2005]. Most of the unresolved cloud questions
such as these are complicated and likely will not be solved
without more complete atmospheric observations than are
currently available.
[3] Numerous methods have been used to measure cloud

properties. In situ measurements of quantities such as drop
size distribution and liquid water content (LWC) can be
quite beneficial for process studies [Johnson et al., 2000,
and references therein], but such measurements are expen-
sive to make and are generally limited both spatially and
temporally, making it difficult to develop a global under-
standing. Ground- and/or satellite-based observations likely
represent the best method to acquire cloud information over
large geographic scales, but interpretation of these observa-
tions can be difficult. Some of the earliest analyses of
passive remote cloud observations relied on using reflected
near-infrared solar radiation to infer both cloud optical
depth and thermodynamic phase, as well as cloud droplet
effective radius [Hansen and Pollack, 1970; Sagan and
Pollack, 1967]. As Earth-observing satellites became more
numerous and measurement quality improved, these retrieval
methods advanced as well [Arking and Childs, 1985;
Nakajima and King, 1990; Pilewskie and Twomey, 1987;
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Twomey and Cocks, 1989]. It was recognized that informa-
tion found at terrestrial infrared wavelengths could also
provide information concerning liquid water path (LWP)
and liquid optical depth [Han et al., 1995; Kawamoto et al.,
2001; Nakajima and Nakajima, 1995; Turner, 2005], and
ice water path (IWP) and ice optical depth [Ackerman et al.,
1995; Liu and Illingworth, 2000; Minnis et al., 1993; Ou et
al., 1993]. Infrared wavelengths also provide information
about cloud top temperatures [Arking and Childs, 1985; Liou
et al., 1990; Minnis et al., 1993; Ou et al., 1993; Szejwach,
1982] as well as thermodynamic phase [Ackerman et al.,
1990; Baum et al., 2000; Strabala et al., 1994; Turner
et al., 2003].
[4] If total column LWP or IWP is desired, for input into

climate or weather models, for example, perhaps the most
direct method is to passively measure the emission of cloud
microwave radiation [Crewell and Lohnert, 2003; Deeter
and Evans, 2000; Liu and Curry, 1998; Lohnert and
Crewell, 2003; Westwater, 1978; Zhao and Weng, 2002].
Radiation at these wavelengths can also provide information
about cloud liquid temperature, although with large uncer-
tainties for optically thin clouds [Lin et al., 1998]; a similar
limitation applies to infrared data. Recently, it has been
suggested that higher microwave frequencies (submillimeter
wavelengths) have benefits for probing ice clouds more
fully [Evans et al., 1999, 1998]. Some of the same infor-
mation acquired with passive microwave observations can
be obtained actively using radar, with the additional benefit
of acquiring profile information [e.g., Frisch et al., 1995;
Matrosov et al., 1994, 1992; Shupe et al., 2001]. However, a
significant difficulty in interpreting radar observations is the
scattering dependence on the sixth moment of the particle
size distribution. This makes it challenging to infer quanti-
tatively accurate information about the third moment of the
distribution (approximate volume). Lidar is yet another
active measurement technique that has a long history
[Hinkley, 1976; Wilczak et al., 1996, and references therein]
and can be very useful in probing thin clouds [e.g., Platt,
1973].
[5] In this work, our primary focus is on the retrieval of

path-integrated liquid water path (PLWP), path-integrated
ice water path (PIWP), cloud liquid and ice temperatures,
and photon path distribution information. We also propose a
technique that demonstrates the potential benefits of
using ground-based, near-infrared, zenith-sky spectral
observations in a complementary fashion with other obser-
vations. Specifically, we suggest a method of combining the
near-infrared PLWP retrieval with the dual-channel micro-
wave radiometer LWP values to yield cloud droplet effec-
tive radius estimates. Indeed, the benefits of combining
multiple instruments is recognized and used in many of
the previously referenced studies. Even the combination of
ground- and satellite-based observations are shown to be
highly beneficial at times [Miller et al., 2000].
[6] PLWP and PIWP differ from LWP and IWP in that

LWP and IWP represent the amount of liquid and ice
vertically across the cloud, while the path-integrated quan-
tities represent the amount of liquid and ice encountered by
the photons as they scatter through the cloud [Daniel et al.,
2002]. Both LWP and IWP are critically important to the
calculation of the atmospheric radiative balance as these are
the values prescribed in models performing radiative trans-

fer calculations. The path-integrated quantities do not have
unique relationships to LWP and IWP, but depend on
numerous cloud parameters (e.g., cloud size distribution,
photon path distribution, three-dimensional effects, etc.).
Nevertheless, acceptable relationships can be calculated in
many circumstances by making reasonable microphysical
and macrophysical cloud assumptions. PLWP and PIWP
quantities estimated from ground-based observations follow
directly from the measured fractional absorption of the
transmitted beam due to the various water phases. This
fractional absorption can also be used to validate weather
and climate models, while simultaneous downlooking
measurements above the cloud could even allow for abso-
lute estimates of cloud absorption by each of the water
phases.
[7] Cloud temperature is a radiatively important quantity

as well as LWP and IWP. The cloud top temperature is
important in determining the amount of outgoing longwave
radiation (OLR) and therefore can affect the amount of
surface cloud radiative forcing [Shupe and Intrieri, 2004].
The relationship of LWP with cloud temperature is impor-
tant and could have implications for the response of clouds
to a changing temperature environment and thus for the
cloud feedback to greenhouse forcing. Recent studies sug-
gest that this LWP response is dependent on the type and
location of the cloud, with LWP increasing with increasing
T in the Arctic [Lin et al., 2003] and decreasing with
increasing T in the warm months at the Department of
Energy’s (DOE) Atmospheric Radiation Measurement
(ARM) Southern Great Plains (SGP) site [Del Genio and
Wolf, 2000]. In both cases, the cause of the LWP change
was the change in cloud thickness, and not the changing
LWC as has been suggested by some earlier modeling
studies [Betts and Harshvardhan, 1987; Somerville and
Remer, 1984]. It also has been suggested that ice particle
size distributions are dependent on cloud temperature
[Heymsfield et al., 2000] and that relationships can be
derived among IWC, effective size, and temperature [Sun
and Rikus, 1999]. Finally, the detection of supercooled
water has obvious implications for detecting icing condi-
tions and aircraft safety. The measurements of liquid and ice
temperature for optically thinner clouds are of particular
interest, as the clouds’ lower optical depths make temper-
ature and LWP/IWP retrievals, and even cloud detection,
from satellite more problematic. For optically thicker
clouds, the temperature retrieved from transmitted light is
more closely related to the mean cloud temperature than
the cloud top temperature retrieved by infrared satellite
techniques or downlooking near-infrared observations
[see, e.g., Platnick, 2000].
[8] Statistics concerning the photon path distribution can

be useful in comparing cloud radiative transfer calculations
with observations. Ideally, the second moment of the path
distribution can be used to identify 3-D cloud effects
[Marshak et al., 1995]. Path distribution information can
also be critical to estimating LWP and IWP when the
absorption features are not optically thin. This problem
could be particularly great in cases when spectral measure-
ments are not available and only radiances (or irradiances)
at a few discrete wavelengths are measured. Estimates of
the second moment of the path distribution from observa-
tions have typically used the oxygen A-band [Min and
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Clothiaux, 2003; Min and Harrison, 1999; Min et al., 2001;
Pfeilsticker et al., 1998; Veitel et al., 1998] with the recent
addition of the water vapor band at 0.82 mm [Min et al.,
2004]. We take a different approach by deriving photon
statistics where liquid water is a significant absorber; this is
a fundamentally different measure, as discussed in section 3,
than if calculated from O2 or water vapor absorption.
[9] The technique on which this work is based uses

measurements of scattered solar radiation in the near-
infrared and represents an improvement to the technique
described by Daniel et al. [2002]. In that study the vapor,
liquid, and ice absorption bands between about 0.86 and
1.06 mm were used to estimate the PLWP and PIWP
quantities for a range of larger cloud optical depths; it
was hypothesized in that study and confirmed here that
consideration of the stronger absorption bands at longer
wavelengths could increase the sensitivity of the technique.
Significant strengths of this retrieval method are that it
considers only spectral shape rather than low-frequency
spectral changes (due to, e.g., Rayleigh and aerosol scatter-
ing and aerosol absorption), it does not require a compli-
cated radiative transfer model with its implicit atmospheric
assumptions, and it does not rely on absolute calibration or
even require specific knowledge of the detailed low-fre-
quency instrumental spectral response.
[10] In this work, we quantify our ability to estimate the

aforementioned cloud quantities using the three water bands
between 0.9 and 1.6 mm. It should be noted that the use of
the shorter wavelength bands (0.9–1.3 mm) are rarely
discussed, although they provide more cloud information
under optically thicker clouds than can the longer, more
saturated wavelengths. PLWP quantities are estimated from
data taken at the ARM site in Barrow, Alaska, and using a
radiative transfer model are compared to LWP estimates
from microwave radiometer (MWR) and atmospheric emit-
ted radiance interferometer (AERI) data; PIWP estimates
are compared to IWP estimates from millimeter-wavelength
cloud radar (MMCR) data. Cloud liquid temperature and the
photon path distribution width are also retrieved and eval-
uated in terms of their likely accuracy.
[11] The forward modeling and retrieval technique are

discussed in section 2. Theoretical calculations used to
quantify the information available to estimate the cloud
properties from these wavelengths are presented in section 3,
with the experimental observations and comparisons found
in section 4. Conclusions are presented in section 5.

2. Method

[12] In the retrieval process, known absorption spectral
features are fit to the ratio of a foreground to a background
spectrum. Hence the spectral information arises partly from
differences in the atmospheric state at the times when the
foreground and background spectra were measured. The
primary advantage of using the ratio of spectra is that many
variations with wavelength due to, for example, instrumen-
tal response and solar structure, cancel out and do not
adversely affect the retrievals. Also, the detrimental effects
of interfering gases, such as water vapor, that can limit the
accuracy of cloud retrievals are reduced; this will be shown
in more detail in sections 3 and 4.

[13] Theoretical evaluation of the retrieval technique is
performed by calculating synthetic spectra using a discrete-
ordinate, plane-parallel radiative transfer model (DISORT2.0
[Stamnes et al., 1988]) and retrieving the cloud parameters
from these spectra using an optimal estimation [Rodgers,
2000] differential optical absorption spectroscopy (DOAS)
method. Downwelling spectral radiances at the surface are
calculated every 0.1 cm�1 from 0.87 to1.65 mm (11,490 to
6060 cm�1) with the multiple scattering model, considering
Rayleigh scattering, cloud (liquid and ice) absorption and
scattering, and absorption due to water vapor, carbon
dioxide, oxygen, the oxygen collision complex (O4),
and methane. These radiances are convolved with a 6 nm
full-width-half-maximum (FWHM) Gaussian function
to simulate the slit function of a moderately resolving
instrument. The model is run with 15 vertical layers, each
with a thickness of 1 km, and with eight streams, where the
most downwelling stream is taken to be representative of
the observed intensity by the zenith-viewing instrument.
The calculations are performed with a constant surface
albedo of 0.2.
[14] Gaseous absorption coefficients are calculated as in

the work of Daniel et al. [1999] using the HITRAN 2000
spectral database [Rothman et al., 1998]. Liquid water
extinction, w (single scattering albedo), and g (asymmetry
factor) values are calculated at 265 K and 295 K from Mie
theory [Wiscombe, 1979] using imaginary refractive indices
from Kou et al. [1993] and real refractive indices from
Segelstein [1981]. The cloud liquid size distribution over
which the Mie calculations are integrated is assumed to be
lognormal of the form

n rð Þdr ¼ Arg exp �Brð Þ ð1Þ

[Jursa, 1985]. Linear interpolation is used to estimate the
scattering parameters at temperatures between these two
limits. The liquid water asymmetry factors are included in
the forward model using the Henyey and Greenstein [1941]
approximation. Ice scattering parameterizations are based
on the calculations of Yang et al. [2000] for the smooth
aggregate habit. In order to include the effect of the ice
absorption temperature dependence we have altered the
Yang et al. [2000] single scattering values to be consistent
with the imaginary refractive index measurements of
Grundy and Schmitt [1998] at 10 K increments between
210 K and 270 K. As with the liquid, linear interpolation is
used between these 10 K increments. Because of the
potentially large forward scattering term for ice particles,
rather than using the Henyey-Greenstein approximation,
512 Legendre moments are calculated every 100 nm
(with the values linearly interpolated in between) and used
in the multiple scattering model, which takes advantage of
the Nakajima and Tanaka [1988] approximation to better
approximate the sharp forward scattering lobe when using a
relatively small number of discrete-ordinate streams.
[15] Retrieved quantities include PLWP, PIWP, path-

integrated water vapor, O2, CO2, O4, CH4, a constant, and
terms varying linearly and quadratically with wavelength.
Also included are liquid and ice temperature, a path distri-
bution width parameter (a), and the fraction of water vapor
affected by the path enhancement. The retrieval model fits
the cross sections of known absorbers to the ratio of a
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foreground to a background spectrum described by the
equation

If

Ib
¼ aþ blþ cl2
� � Sf � R1

�1
K l0ð ÞF l� l0ð Þdl0

Sb �
R1

�1
K l0ð ÞB l� l0ð Þdl0

; ð2Þ

where l is the wavelength in microns, a, b, and c are
constants, and I is the measured spectral radiance. All f and
b subscripts refer to quantities representative of the
foreground and background spectra, respectively, with the
foreground quantities retrieved and the background quan-
tities prescribed. S represents the shift and stretch operations
used when analyzing measurements, which allow for the
displacement of the wavelength/pixel relationship of the
measured spectrum relative to the calibrated relationship to
assure the measurements are spectrally aligned with the
absorption cross sections. The function K represents
the instrument slit function. The functions F and B are the
modeled foreground and background spectra, given by

B lð Þ ¼ exp � 1� Pbð Þ
X
gases

sini

 !( )
	 aab

b


 ab þ eL
gL

rL
LWPb þ eI

gI

rI
IWPb þ Pb

X
gases

sini

 !" #�ab

ð3Þ

F lð Þ ¼ exp � 1� Pf

� � X
gases

sini

 !( )
	 aaf

f


 af þ eL
gL

rL
LWPf þ eI

gI

rI
IWPf þ Pf

X
gases

sini

 !" #�af

ð4Þ

where e is the cloud path enhancement for liquid or ice, g
is the calculated volume absorption coefficient for particles
of a particular size, r is the density, and the subscripts L
and I refer to quantities pertaining to liquid and ice,
respectively. The terms si are the molecular absorption
coefficients for the gaseous absorbers and P is the fraction
of the gaseous absorption in the cloud, which is affected
by the photon path distribution. The fraction will generally
be different for water vapor, O4, and the well-mixed gases
like O2, but this is neglected here because our goal is to
estimate liquid and ice properties and to simply remove
the gaseous absorption signals. We generally do not retrieve
the water vapor fraction parameter, but have found from
analyses of simulated spectra that under purely liquid,
single-layer, homogeneous clouds, we are often able to
accurately estimate the fraction of the total vapor column
that resides in the cloud layer. Equations (3) and (4) are
derived from the radiative transfer equivalence theorem
[Van de Hulst, 1980]

I ¼ I0

Z1
0

p lð Þ exp �lgð Þdl; ð5Þ

where p(l)dl is the photon path distribution, assumed here to
be

p a; lh i; lð Þ ¼ 1

G að Þ lh i=að Þa l
a�1 exp � al

lh i

� 
for l > 0 ð6Þ

[Marshak et al., 1995], and where a is a parameter related
to the variance (var) of the distribution by

a ¼ lh i2

var lð Þ : ð7Þ

We do not alter the distribution to prohibit paths of less than
1 air mass, as has been done by some authors [Min and
Clothiaux, 2003]; however, we remain consistent in our
analysis of calculated and measured spectra so the presented
comparisons and retrievals are without bias. The choice of
the specific distribution form, however, can affect the way
in which measurement errors propagate into retrieval errors
and can affect retrieval estimates. In addition to examining
the values of a itself, we will sometimes consider the more
physical quantity, which we will call L*

L* ¼
l2
� �1

2

lh i ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
aþ 1

a

r
; ð8Þ

where hli is the mean path length and hl2i is the second
moment of the path distribution.
[16] Constant terms b and c are included in equation (2)

in order to eliminate the sensitivity of the retrievals to any
linear or quadratic spectral change with wavelength, while
the a term makes the analysis insensitive to constant-factor
signal changes. Thus the analysis process gains information
from more highly spectrally structured signatures rather
than from slowly varying signals with wavelength that
can be due to Rayleigh or aerosol extinction. So while
aerosol and molecular scattering effects can have potentially
large effects on dual- or several-wavelength cloud retrievals
for thin clouds [e.g., King et al., 1997], our technique avoids
much of this problem.
[17] The retrieval problem is linearized so that the re-

trieved ratio, If/Ib, can be defined by

y ¼ If

Ib
¼ Kx; ð9Þ

where x is the vector of retrieved parameters and K is the
Jacobian matrix. The (i + 1)th iteration for the retrieved
parameters is given by

xiþ1 ¼ xa þ SaK
T
i KiSaK

T
i þ Se

� ��1
y� F xið Þ þKi xi � xað Þ½ �;

ð10Þ

and the covariance matrix of the retrieved parameters is
given by

Ŝ ¼ Sa � SaK̂
T Se þ K̂SaK̂

T
� ��1

K̂Sa; ð11Þ

where Sa is the a priori covariance matrix and Se is the
measurement covariance matrix [Rodgers, 2000]. One
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alteration in using equation (10) is that the value of a is held
fixed for the first few iterations because of convergence
problems if it is allowed to adjust before the other retrieval
parameters are close to converging. The experimentally
determined measurement variance (diagonal components of
Se) is given by

Vari ¼ 3:1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0:003nc

p� �2
; ð12Þ

where nc is the number of counts; the off-diagonal
covariance terms are assumed to be 0. In retrievals from
theoretical spectra, we use this same parameterization by
applying a scaling factor between calculated intensity and
counts assumed so the maximum modeled zenith counts
(under the brightest cloud) is approximately 15,000 (out of a
maximum of 65,536). This scaling factor is somewhat
arbitrarily chosen, as the integration time can be altered
within reasonable bounds for atmospheric measurements
(i.e., so counts are large enough to detect the signal, but not
so large that the signal is saturated) to optimize the observed
signal. It leads to count numbers up to three times smaller
than those measured under comparable clouds in Barrow on
the day presented in section 4.
[18] The spectral absorption of the three water phases in

our three analysis wavelength regions is shown in the top
panel of Figure 1; the direct transmission through a layer
of bulk liquid and ice is shown along with the clear
sky downwelling surface radiances, whose absorption is
dominated by water vapor. The surface zenith radiances for
three cloudy atmospheres containing a range of LWPs
divided by the radiances for a cloudy atmosphere containing
a LWP of 20 g/m2 are shown in the bottom panel. The liquid
cloud layers are prescribed to be homogeneous between 1

and 2 km, while the homogeneous ice cloud layer is
between 7 and 8 km. Comparing the top and bottom panels,
the unique signatures of the three water phases are apparent
and suggest promise for differentiating the absorption
signals. Each spectral region also exhibits overlap of the
water phases that can lead to errors in retrievals due to
uncertainties in the atmospheric state, inaccuracies of the
absorption cross sections, and other modeling errors. The
significance of the overlap to the retrieved parameters
depends on the atmospheric conditions, the specific wave-
length region used in the analysis, the details of the retrieval
method, as well as the particular retrieved parameter. As
demonstrated in the top panel, the potentially greater
interference of higher precipitable water vapor (PWV) is
suggested by the noticeable contribution of vapor absorp-
tion at wavelengths even longward of the peak in the liquid
absorption for the high PWV case. However, it is also clear
from the bottom panel that including cloudy-sky radiances
as a background spectrum in equation (2) can substantially
reduce the effect of vapor errors on the retrieval of liquid
and ice by canceling out much of the vapor signal. Both
panels also illustrate how these wavelength ranges can
provide useful cloud information for a wide range of optical
thicknesses. As will be shown in section 3, Region C is
sensitive to absorption due to LWPs of only a few g/m2,
while Region A still provides information for thick clouds
with LWPs of over 1000 g/m2 [see also Daniel et al., 2002].

3. Retrieval Sensitivities

[19] In this section we quantify our ability to estimate
PLWP, PIWP, photon path distribution width, and cloud
liquid and ice temperatures using the three spectral regions
shown in Figure 1. Specifically, the extent to which random

Figure 1. (top) Spectral ranges of the three retrieval bands considered. Calculated direct transmission
spectra through bulk liquid and ice of 0.25 mm thickness along with clear-sky zenith normalized
radiances are shown. (bottom) Calculated zenith-sky spectral ratios under pure liquid or liquid and ice
clouds assuming a liquid cloud background containing 20 g/m2 liquid water path (LWP). Both panels
include calculations for low (solid) and high (dashed) water vapor cases.
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measurement noise and other systematic errors can adversely
affect the retrieved quantities is examined. An assumed set of
atmospheric conditions is used in the radiative transfer
forward model to simulate radiance spectra for the ground-
based zenith-viewing observations for a range of cloud LWPs
and IWPs. These spectra are then analyzed in each of the
wavelength regions to make clear the strengths and weak-
nesses of each band under varying conditions. In section 4,
analyses are also performed using Regions B and C simul-
taneously (Region B/C).
[20] Processes considered for their ability to induce

systematic retrieval errors include drifts in the dark current
of the spectrometer, uncertainties in photon path distribution
widths (when not retrieved), the fraction of vapor assumed

to be in the cloud, cloud liquid temperatures, cloud droplet
effective radii (due to spectral shape changes in the liquid
cross section), and amounts and distributions of water
vapor. The surface albedo will have some effect on relating
PLWP to LWP and will be mentioned briefly in section 4
when we convert PLWP estimates from measurements to
LWP values. The effect of vapor distribution uncertainty is
assessed by considering warm (wet) and cold (dry) atmo-
sphere cases, with surface temperatures of 300 K and
265 K, respectively, and with lapse rates of 6.7 K/km and
3.8 K/km, respectively, in the lowest 12 km of the atmo-
sphere. In both cases the relative humidity profile is
assumed constant at 60%. The temperature distribution
and the resulting vapor profiles for the warm and cold cases
are shown in Figure 2. The vapor number density profile is
normalized to 1 in the lowest layer so the profile variation is
apparent. The warm, wet case has a vertical water vapor
column typical of July soundings taken in Norman, Okla-
homa, from 1998 through 2003 (http://raob.fsl.noaa.gov),
corresponding to about 37 mm of precipitable water, and the
cold, dry case is typical of October soundings in Barrow,
Alaska, corresponding to about 5 mm of precipitable water.
Errors in the assumed absorption coefficients of the three
water phases, themselves, will also lead to errors in all of
the retrieved quantities, but will not be assessed here
because arbitrary changes in these cross sections can yield
inaccuracies in PLWP and PIWP with no limit in magni-
tude, depending on the size of the prescribed changes and
how they are applied spectrally.

3.1. PLWP and PIWP

[21] The ratios of the retrieved PLWPs to the correct
values for clouds consisting of various LWPs for the low
water vapor case are shown in the top panel of Figure 3 for
each of the retrieval spectral regions. For example, a value
of 1.2 implies that the retrieved PLWP is 20% too high. The
lower x-axis shows the approximate values for the PLWP
corresponding to these prescribed LWPs for clouds charac-
terized by an reff of 10 mm. All cloud parameters, except the

Figure 2. Temperature and normalized water vapor
density profiles for the dry and wet water vapor cases.

Figure 3. Ratios of retrieved path-integrated liquid water path (PLWP) relative to correct values for the
three retrieval regions when using (top) a cloudy-sky background and (bottom) a constant background.
Error bars represent a single standard deviation due to measurement noise.
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fraction of vapor in the cloud, are included in the retrieval
process, and a calculated background spectrum with a LWP
of 43 g/m2 is used. The error bars represent the 1-s retrieval
errors due to random measurement noise and the prescribed
20% uncertainty in the a priori value; hence it is only when
the estimated error falls below this 20% level that informa-
tion is gained from the simulated measurement. The depen-
dence of the retrieval uncertainties on the spectral analysis
region is evident. As indicated by its smaller error bars, the
PLWP retrieval from Region C demonstrates much greater
sensitivity to LWP absorption under thinner clouds. This is
owing to the larger liquid cross section in Region C.
Regions A and B lead to smaller errors for thicker clouds,
however, as tabs of Region C increases to the point that
there is little signal remaining.
[22] The bottom panel shows the same quantities as the

top panel when using a spectrally constant background. The
benefit of including a background spectrum is apparent
from the degraded accuracy of the retrievals when using
the constant background, particularly for LWP > 100 g/m2.
The background, cloudy-sky spectrum can have the effect
of reducing the vapor signal relative to the liquid signal and
can permit more accurate retrievals, consistent with Figure 1.
Thus, picking a background with a comparable vapor
absorption to the foregrounds of interest is preferable. The
other notable point is that the Region C retrievals under very
thin clouds (tscat < 2 or LWP < �13 g/m2 for reff = 10 mm)
demonstrate a significant high bias. It is implicitly assumed
in our use of the equivalence theorem (equation (5)) that the
scattering radiative properties (e.g., asymmetry factor and
scattering optical depth) at all wavelengths in the particular
band considered are constant. While this is generally a
reasonable assumption, it becomes invalid under optically
thin clouds, when the correlation between g and tscat with
tabs leads to significant intensity changes that have the same
spectral signature as absorption. In the optically thicker part
of this tscat regime, the interpretation of the data is depen-
dent on cloud droplet effective size, with an opportunity for
meaningful PLWP and LWP estimates if the radius can be
accurately estimated. Under optically thinner clouds (when

the single scattering approximation is valid) no direct PLWP
information is contained in the measurements because the
depth of the spectral feature is controlled by w. This regime
can also be used to advantage, however, as information
about the size of cloud particles can be more directly
obtained [Langford et al., 2005]. The retrievals from the
other two spectral regions do not exhibit this effect as much
because they do not contain enough information under such
thin clouds to yield a PLWP estimate that deviates substan-
tially from the a priori value. More discussion of the PLWP
sensitivities to various retrieval assumptions can be found in
Appendix A.
[23] In Figure 4, PIWP retrievals are shown for the same

cloud LWP range as in Figure 3, but with an added ice layer
between 7–8 km of 50 g/m2 (top panel) and 20 g/m2

(bottom panel) IWP to explore the effect of an overlying
cirrus layer. The results are similar to the pure liquid case in
that Region C provides better ice estimates than Region B
under clouds with low IWP. Also, as with the liquid
retrievals, the breakdown of the assumption of constant
scattering with wavelength accounts for a large part of the
bias for the thinner, 20 g/m2 IWP cloud. As the clouds get
thicker the effect of having a substantially larger liquid
absorption than ice absorption leads to unacceptably large
errors in PIWP. This effect applies to both liquid and ice; if
there is a substantially greater ice (liquid) absorption than
liquid (ice), the PLWP (PIWP) will most likely be erroneous
owing to the effects of measurements noise and retrieval
modeling errors, whose importance is enhanced by the
overlap of the absorption features.
[24] In general, PLWP retrievals can be made accurately

for a wide range of pure liquid clouds containing LWPs
from <20 g/m2 to over 1000 g/m2 with the appropriate
choice of analysis spectral band, retrieval parameters, and a
cloudy sky background that minimizes errors in fitting
water vapor absorption. Good estimates of PIWP can also
be made in cases where the liquid present is not substan-
tially larger than the amount of ice. The presence of high
PWV amounts, having a large amount of water in another
phase, and uncertainties in the value of the photon path

Figure 4. Ratios of retrieved path-integrated ice water path (PIWP) relative to the correct values for an
overlying ice cloud with an IWP of (top) 50 g/m2 and (bottom) 20 g/m2, using Regions B and C.
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distribution parameter (Appendix A) represent some of the
most significant factors that can potentially degrade the
retrieval.

3.2. Liquid and Ice Temperatures

[25] Liquid and ice temperatures are retrieved using
temperature-dependent shifts (as well as the slight shape
variations) of the absorption cross sections with wavelength.
Absorption coefficients for bulk liquid, taken from Kou et
al. [1993], and for bulk ice, taken from Grundy and Schmitt
[1998], are shown in Figure 5. The shift of the absorption
spectral features to longer wavelengths with decreasing
temperature occurs for both liquid and ice. The use of these
spectral shifts requires that there be sufficient absorption (or
spectrally coincident scattering spectral signatures) for the
spectral shift to be detectable in the presence of absorption
due to the other water phases.
[26] Liquid temperatures are estimated from calculated

spectra of purely liquid clouds characterized by a liquid

temperature of 260 K assuming an a priori temperature of
270 ± 10 K. The top panel of Figure 6 shows the retrieval of
cloud liquid temperature using the three wavelength bands
for the low atmospheric water vapor case. The most
sensitive band (Region C) performs best for cloud LWPs
less than a few hundred g/m2, with the other two bands
demonstrating superior retrievals for the thicker clouds.
Liquid temperatures accurate to within about 5 K can be
obtained from at least one of the wavelength regions in low
water vapor cases for clouds with LWPs greater than about
10 g/m2; results are substantially worse in the high vapor
cases owing to the increased spectral overlap between the
vapor and liquid absorption. Because of the significance of
the vapor/liquid overlap, the most important factor in
obtaining accurate temperature estimates in even low vapor
cases is to use a cloudy-sky background in the retrieval.
Including ice temperature in the retrieval also leads to
noticeably worse results for liquid temperature.

Figure 5. Liquid absorption coefficients for 265 K and 295 K taken from Kou et al. [1993]. Ice
absorption coefficients for 210 K, 240 K, and 270 K taken from Grundy and Schmitt [1998]. The bottom
panel enlarges the wavelength region from 1.4 to 1.6 mm.

Figure 6. (top) Retrieved liquid temperatures for purely liquid clouds of various LWPs compared to the
correct temperature of 260 K. (bottom) Ice temperature retrievals using Region C for wet and dry water
vapor cases compared to the correct temperature of 239 K.
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[27] Ice temperature retrievals for cloud simulations with
a 50 g/m2 IWP and a range of LWPs in high and low water
vapor cases are shown in the bottom panel of Figure 6. The
ice is located in a homogeneous layer from 7–8 km with a
temperature of 239 K. Ice temperature retrievals in the dry
vapor case are accurate to within about 5 K for LWPs less
than about 50 g/m2, but substantially worsen as the liquid
absorption increases and begins to obfuscate the ice spectral
feature. The removal of a and liquid temperature from the
retrieval does not improve the results, and actually slightly
degrades the retrieved ice temperatures. As with the liquid
temperature retrievals, ice temperature retrievals are more
problematic in higher vapor conditions.

3.3. Photon Path Distribution

[28] Diffuse photons transmitted through a cloud will
have traveled a variety of distances and paths before reach-
ing the observer, whether the observer is below or above the
cloud. If the absorption due to the distribution of these
photons is measured, the average photon path length
through the absorber can be inferred unambiguously pro-
viding the absorption is optically thin. Once photon paths
begin to experience optically thick absorption, the longer
paths, being largely attenuated, contribute less to the inten-
sity measurements than do the shorter paths, and the mean
absorption is no longer uniquely related to a mean photon
path length but depends on the photon path distribution. It is
this dependence that we exploit to obtain path distribution
information.
[29] As mentioned in the introduction, numerous papers

have addressed the photon path distribution and its effects
on reflected and transmitted solar radiation, with informa-
tion garnered from oxygen A-Band and water vapor ab-
sorption features. Here we use the liquid water absorption
spectrum to quantify path distribution information for
purely liquid clouds; however, water vapor does contribute
to our distribution estimates because we consider only a
single path distribution within the cloud, rather than one for
vapor and another for liquid absorption. The effect of vapor
on the retrieval of a (equation (6)) could also be reduced by

only analyzing the wavelengths longward of the liquid
absorption maximum, where vapor has a much reduced
impact. In a homogeneous cloud, the path information
should be identical for a gaseous absorber that has a
constant number density inside the cloud and for cloud
liquid. However, inhomogeneities inside the cloud can lead
to differences. In particular, the use of oxygen or water
vapor will be sensitive to the physical length the photons
travel through the cloud and the atmosphere, while liquid
absorption will provide information about the statistics of
photon/particle events, as it is only these events, and not the
geometric distance between them, that lead to liquid ab-
sorption. The differences in the information contained in the
gaseous and liquid absorption potentially could be used to
probe the three-dimensional inhomogeneous nature of
clouds.
[30] The manner in which various characteristic as can

affect an absorption feature is shown in the top panel of
Figure 7. The three absorption features shown have pre-
scribed peak tabs of 0.1, 0.5, and 2.0 with Gaussian line
shapes characterized by a FWHM of 5.3 nm. The curve
labeled ‘‘Delta’’ represents the transmittance of a direct
beam of light, whose path distribution is a Dirac delta
function, through the absorber. The other curves illustrate
the transmittance for the same optical depths but with
various choices of the parameter a in the path distribution
function given by equation (6). Variations in the value of a
lead to changes in the transmittance curves that become
greater as the optical depths increase and the photon path
distribution broadens. These changes are manifested as
changing spectral shapes and reduced depths of the absorp-
tion features relative to a delta function distribution. This
implies that a information can only be accurately obtained
when the absorption optical depths are thick enough to
provide the needed sensitivity to a, but not so thick that the
signal is saturated. Values of L* (equation (8)), directly
calculated from DISORT for liquid clouds, are shown in the
bottom panel of Figure 7 as a function of LWP for three
different coalbedos that are consistent with the coalbedos of

Figure 7. (top) Calculated transmission curves for absorption features of three optical depths (0.1, 0.5,
2.0) assuming various photon path distribution widths. (bottom) Directly calculated variation in L* as a
function of LWP for three single scattering albedos. Superimposed are values of L* retrieved from
synthetic spectra for the three spectral regions.
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the three liquid absorption band centers for an reff of 10 mm.
The calculations of L* are performed from the calculated
transmission at a single wavelength assuming various
values for ~w; details of this calculation are described in
the first part of Appendix B. The curves for each band are
only shown for the LWP range most sensitive to L*. The
dependence of L* on LWP and ~w is evident, with the latter
potentially leading to difficulty in estimating a ‘‘true’’ value
of L*, or a, since ~w varies across a single absorption band.
The L* retrievals for the dry atmospheric calculated cases
are also shown for each of the three wavelength regions,
along with their 1-s error bars due to measurement noise.
The retrieved L* values agree well with the directly
calculated values. One potentially important source of error
is a spectrally constant offset in the foreground (or back-
ground) spectrum. Such an offset can occur owing to stray
light in the spectrometer or to variations in the detector
temperature. Because the information for estimating the
path distribution width is contained in the optically thick
spectral region, and is thus characterized by lower counts, it
is not surprising that an error in zero-count level could be
problematic. When the calculated foreground spectrum is
increased by 10 counts at all wavelengths, for example, a
changes by less than 0.25 for Region C for LWPs between
about 40 and 160 g/m2, but changes substantially outside
this range. The value of 10 counts is a reasonable choice
because, as a fraction of the signal, it is similar to the
amount of dark drift in the observations discussed in
section 4. Additional details relating to both the calculation
and the retrieval of photon path distribution information are
found in Appendix B.

3.4. Modeling Summary

[31] Each of the previously discussed cloud parameter
estimates exhibit different degrees of sensitivity to various
aspects of the retrieval process, but there are several general
conclusions that can be drawn. Perhaps most important, it is
usually beneficial to include a measured spectrum, for
which the atmospheric state is known, as the background
spectrum in the analysis. This background is chosen to
reduce the sensitivity of the retrieved quantities to the
presence of water vapor and thus to errors in correctly
modeling vapor; the choice becomes more important when
analyzing measurements obtained in a moist environment.
Second, the particular parameters included in the analysis
can have an important effect on the accuracy of other
retrieval estimates. In general, if the absorption band is
not optically thick (tabs < �1) it is preferable to fix, rather
than to retrieve, a. Similarly, if it is known that the clouds
are of a single phase (liquid or ice), it is generally advan-
tageous to remove the phase that is not present from the
analysis. When these recommendations are followed, the
calculations suggest that accurate estimates can be made of
PLWP, PIWP, liquid and ice temperature, and photon path
distribution width under many cloud conditions.

4. Observations

[32] Zenith-looking spectral observations of scattered
sunlight were made between 12 September and 21 October
2004 in Barrow, Alaska, at the DOE ARM facility
(71
190N, 156
370W). This observational period was chosen

to coincide with the mixed-phase Arctic cloud experiment
(M-PACE) intensive measurement campaign, conducted at
a time when clouds consisting of liquid and ice phases
were climatologically expected. A more extensive exam-
ination of the data taken during this measurement period,
as well as a detailed comparison to the measurements of
other collocated instruments will be provided in a subse-
quent paper. Here, we present our retrievals from data
taken on 14 September to illustrate the application of our
retrieval technique to measurements. We also compare
these results to estimates from coincident and collocated
measurements made by the ARM MWR, MMCR, and
AERI. Throughout most of this day, frozen precipitation
was falling from these clouds.
[33] The fixed-grating, commercially purchased spec-

trometer used to acquire the spectral measurements covers
the wavelength range from about 0.9 to 1.65 mm, uses an
InGaAs detector, and has an approximate spectral resolution
of 4–5 nm (see Appendix C for additional instrument
details and analysis sensitivities to these characteristics). It
is similar to the instrument used by Langford et al. [2005] to
measure subvisible cirrus particle sizes, except that this one
has half the number of diodes and a spectral resolution
about twice as coarse. A fixed aperture and fiber feed
restricted the full angle field-of-view to about 10
, and the
detector was cooled to �10
C during the deployment. The
integration period for each spectrum throughout this day
was 2.0 s, with retrievals shown here performed on 10 co-
added spectra to reduce computational time. Some addi-
tional considerations for analyzing these measurements as
opposed to the simulated spectra of section 3 are also
discussed in Appendix C.
[34] TheMWR has two channels, 23.8 and 31.4 GHz, with

fields-of-view of 5.9
 and 4.5
, respectively. The retrieval
technique employs the monoRTM absorption model [Clough
et al., 2005] with atmospheric temperature, pressure, and
vapor profiles taken from radiosonde data acquired on
13 September. It is often stated that the microwave LWP
error is about ±30 g/m2 [Morris, 2005]; however, with
radiosonde information not available on 14 September, the
uncertainties here are likely higher than this.
[35] The AERI is a ground-based interferometer that

measures downwelling atmospheric radiance from 400–
3000 cm�1 (25–3.3 mm) at approximately 1 cm�1 spectral
resolution. During M-PACE it was run in a ‘‘rapid sample’’
mode, whereby 12-s averaged atmospheric radiance spectra
are collected every 30–40 s. A principal component anal-
ysis noise filter is used to reduce the uncorrelated random
error [Turner et al., 2006], and the optical depth and
effective radius were then retrieved using a mixed-phase
retrieval algorithm [Turner, 2005]. The clouds were speci-
fied to contain only liquid, however, because the precipita-
ble water vapor was too large to permit both the liquid and
the ice microphysical properties to be retrieved simulta-
neously. The AERI retrievals of cloud properties here are
generally limited to clouds with optical depths less than
approximately 6.
[36] The MMCR operates at 35 GHz with a beam

width of 0.3
 [Moran et al., 1998] and possesses the
sensitivity to detect most liquid and ice clouds. Through a
combination of MMCR, MWR, radiosondes, and other
supporting measurements, cloud phase can be determined
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[Shupe et al., 2005]. The IWC profile is estimated using
the simple relationship

IWC ¼ aZb; ð13Þ

where a and b are constants that vary with location, season,
cloud, etc, and Z is the radar reflectivity. On the basis of a
detailed analysis of measurements made during the Surface
Heat Budget of the Arctic Ocean (SHEBA) project [Shupe
et al., 2005], we assume values for a and b of 0.0766 and
0.63, respectively. The integrated IWP estimates from the
radar must be considered primarily qualitative owing to the
uncertain effects of ice crystal habit and crystal effective
size in deriving the relationship between IWC and Z; Shupe
et al. [2005] suggest that Arctic radar-based IWP retrievals
of this nature can be uncertain by as much as a factor of two.
More information regarding each of these ARM instruments
can be found at http://www.arm.gov.
[37] Retrieved PLWP values for 14 September from 1000

to 1700 ADT (Alaska Daylight Savings Time; GMT-8) are
shown in Figure 8. The average of 10 cloudy-sky spectra
taken from 10:24:05 to 10:24:25 ADT was used as the
background spectrum for all spectral retrievals shown in this
figure. The grey shaded region represents the retrieved
PLWP range from Region C with a fixed between 2.0
and 3.0, and demonstrates that the photon path distribution
width has a major effect on the PLWP retrievals for PLWP
values more than a few hundred g/m2 in this sensitive band.
This illustrates the necessity of retrieving the value of a
when tabs in the analyzed wavelength region gets large. In
contrast, the same assumed range for a plays a minor role in
Region B retrievals throughout the day (black region).
When a is included in the retrieval process using Region
B/C, the PLWP results are similar to the Region B results
during the periods of relatively high PLWP. In the after-
noon, when the clouds became optically thinner, the obser-
vations demonstrate little sensitivity to a for much of the
period; during this time the Region B/C results frequently
do not converge and are not shown.
[38] If homogeneous, plane-parallel liquid clouds are

assumed, a nearly unique correlation between the retrieved

PLWP values and LWP can be calculated as a function of
radius, solar zenith angle, and surface albedo. DISORT2.0
[Stamnes et al., 1988] was used to calculate (at 1.4 mm) the
cloud path enhancements shown in Figure 9 that relate LWP
and PLWP. While high-frequency variations in the spectral
structure of the surface albedo and variations in the LWC
profile [Platnick, 2000] can affect this relationship, we
neglect these effects here. Between about 50 and 100 g/m2

the path enhancement increases substantially with LWP for
these reff’s, and the greater importance of knowing reff is
evident. It is also clear that changes in reff have little effect on
the path enhancement for the optically thinner clouds, leading
to less ambiguity due to radius in estimating LWP fromPLWP
(above the optically thin limit). The change in path enhance-
ment due to a decrease of the surface albedo to 0.0 from 0.2

Figure 8. PLWP retrievals for measurements taken on 14 September 2004 at Barrow, Alaska. Region B
(black region) and Region C (grey region) retrievals are calculated with a fixed from 2 to 3. Combined
Region B/C results when including a in the retrieval are shown before 1300 ADT. Arrow shows the time
the background spectrum was taken.

Figure 9. Calculated cloud path enhancements assuming
an reff of 10 and 15 mm for solar zenith angles of 60
 (solid)
and 70
 (dotted) solar zenith angles. In all cases except for
the dashed curve the surface albedo is prescribed to be 0.2.
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(dashed versus dotted curve) peaks at slightly more than 7%,
occurring at LWPs of 50–200 g/m2 for reff = 10 mm, with a
substantially smaller effect under optically thicker clouds. It is
expected that the albedo-caused uncertainty will be smaller
than this in practice (excepting a spectral structure correlated
with liquid or ice absorption) because at these wavelengths,
the surface albedo over the ocean is likely only a few percent
and the value over land across the entire wavelength range
likely varies from about 0.05 to 0.25, with substantially less
variation within each individual analysis band [Wendisch et
al., 2004]. However, if snowwere present on the ground, as it
is later in September during this campaign, the path enhance-
ment change would be greater.
[39] These cloud path relationships are applied to the

PLWP values for the Region B retrievals (a = 2.0) and the
Region B/C retrievals in which a was retrieved (Figure 8)
to yield the LWP time series shown in Figure 10. The
shaded and hatched regions represent the LWP ranges
obtained assuming the cloud droplet reff range 10–15 mm
for these two cases. The values inferred using the 10 mm
assumption are represented by the lower boundary of the
regions; the smaller radius leads to a larger tscat, and thus
a larger path enhancement for the same PLWP, which
results in a smaller inferred LWP. Overall, the qualitative
comparison between the MWR estimates and the spectrally
retrieved LWP values is good throughout the period.
Throughout most of the time period shown, when the
MWR LWP values are greater than the spectral estimates,
the spectral LWPs could be brought into agreement with
the MWR curve by making a larger reff assumption than
15 mm. A linear regression of the spectrally inferred LWP
values using Region B (a = 2.0) and assuming an reff of
15 mm, to the MWR estimates results in an intercept of
�9 g/m2, a slope of 0.94 and an r2 correlation coefficient
of 0.93.
[40] Because of the sensitivity of the relationship between

PLWP and LWP to reff, if confidence could be placed on a
particular MWR LWP estimate as well as on the spectrally
retrieved PLWP value, a unique reff could be inferred. We
propose that this combination of MWR and spectral meas-
urements could be used to estimate reff during periods when

the LWP is not too low and when clouds are sufficiently
plane-parallel. A ground-based technique such as this has
the advantage that by using transmitted light, the retrieved
radius should describe more appropriately the mean cloud
reff than would reflected light, which would be more
sensitive to cloud radius near the top of the cloud [Platnick,
2000]. Furthermore, it would require no absolute intensity
calibration of the near-infrared spectrometer. Hence this
technique could provide a relatively simple way to monitor
reff changes from the surface and for extended periods of
time. Of course, the accuracy of the reff retrieval will depend
crucially on the PLWP accuracy, determined by factors
discussed elsewhere in this paper, as well as the microwave
LWP accuracy. The current inaccuracies of the MWR LWP
values are likely to be substantially obstacles as they were in
a similar approach to inferring reff using Multi-Filter Rotat-
ing Shadowband Radiometer (MFRSR) observations in
conjunction with MWR LWP estimates [Min and Harrison,
1996; Min et al., 2003].
[41] The LWP and PIWP retrievals for the time period

1300 to 1700 ADT are shown in Figure 11. During this
period the clouds were generally characterized by lower
LWPs than those shown in Figure 10. These ice and liquid
retrievals are obtained from Region C (a = 2.0) by using a
background spectrum calculated as the average of 10
cloudy-sky background spectra taken at 1311 ADT. This
background was chosen for the analysis of this time period
because the background taken in the morning leads to a
large PIWP offset from zero throughout much of the
afternoon for some applications of the retrieval method,
even at times when the MMCR suggested no measurable ice
was present. The LWP estimates (top panel) from the near-
infrared measurements are compared to those of the MWR
and AERI, where AERI retrievals with estimated 1-s
uncertainties greater than 15 g/m2 have been excluded as
have AERI data when the MMCR ice estimates are greater
than 25 g/m2. There is a short period near 1415 ADT when
the near-infrared retrieval yields unphysical, negative PLWP
values, which are coincident with positive PIWP measure-
ments at a time when the MMCR suggests very little ice
present. However, overall, the spectral near-infrared, AERI,

Figure 10. Spectrally retrieved LWP estimates using Region B and combined Region B/C are compared
to LWP estimates from the Atmospheric Radiation Measurement (ARM) microwave radiometer (MWR).
The shaded LWP areas represent the range resulting from cloud droplet reff assumptions of 10 mm (lower
boundary) to 15 mm (upper boundary).
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and MWR retrievals are in good agreement regarding the
temporal variability throughout most of the afternoon.
Linear regressions of the spectral LWP results against
the MWR and AERI values result in intercepts of 15 and
2 g/m2, respectively, slopes of 0.57 and 0.86, respectively,
and r2 correlation coefficients of 0.77 and 0.74, respectively.
For this analysis with the AERI results, the associated
spectrally inferred LWP values were determined by averag-
ing all spectral LWP values obtained within 30 s of each
AERI estimate.
[42] The spectrally retrieved PIWP values are compared

to IWP estimates from the MMCR reflectivity measure-
ments in the bottom panel of Figure 11. We do not attempt
to convert PIWP to IWP here because of complications in
accurately calculating the PIWP/IWP relationship that de-
pend on, for example, ice crystal habit and the ice location
relative to the liquid cloud layer. It is worth noting,
however, that because the ice is generally below the liquid
layer on this day according to the MMCR returns, if the
path enhancement inside the ice layer is 1, due to the larger
ice particles and the dominance of forward scattering, PIWP
estimates would be equal in magnitude to IWP estimates.

Nevertheless, at least qualitatively, the near-infrared retriev-
als capture almost all of the cloud variability of IWP as
measured by the MMCR, even in the presence of liquid
absorption. The one exception is the peak near 1445 ADT,
although a large detection with the MMCR along with a
smaller near-infrared signal could be caused by a low-IWP
cloud composed of particularly large ice crystals. Especially
encouraging is that the liquid and ice comparisons perform
well even during times when the clouds exhibited substantial
amounts of both phases (e.g., 1600–1700 ADT). Noting the
uncertainties in knowledge of the photon path as well as in the
MMCR relationship between IWC and Z (equation (13)), a
linear regression of the spectrally estimated PIWP against the
radar IWP values results in an intercept of 6 g/m2, a slope of
0.8, and an r2 coefficient of 0.85. This suggests that the
spectral technique, using data from a single near-infrared
spectrometer, can be used to infer important cloud informa-
tion for both single- and mixed-phase clouds.
[43] The cloud liquid temperatures from 1000 to

1300 ADT retrieved from Region B/C are presented in
Figure 12 when including and not including ice in the
retrieval analysis. There are no radiosonde data available

Figure 11. (top) Comparison of spectrally retrieved LWP from Region C with estimates from AERI
observations (pluses) and from MWR observations. (bottom) Comparison of spectrally retrieved PIWP
estimates with IWP estimates from the millimeter-wavelength cloud radar (MMCR). Arrows show the
time the background spectrum was taken.

Figure 12. Liquid temperatures retrieved using combined Region B/C compared to AERI 11-mm
brightness temperatures. Results are shown for spectral retrievals performed with and without ice in the
analysis.
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with which to estimate cloud liquid temperature on this day,
but a temperature estimate can be made by knowing that the
cloud heights are generally 700–1000 m above the surface
from the ARM micropulse lidar [Flynn, 2004], and that the
surface temperature ranges from 270–274 K throughout the
measurement period. This would suggest a cloud tempera-
ture somewhere between 260 and 270 K if a simple lapse
rate of �6–10 K/km (wet-dry adiabatic) is assumed. The
11- mm brightness temperatures measured by the AERI are
consistent with this estimate and are also shown in the
figure. Because the MMCR data suggest that the liquid
portion of the cloud is thin (<100 m), it is expected that the
AERI brightness temperatures and the spectrally inferred
temperatures should compare well when the AERI’s signal
is saturated. The retrieval that does not include ice, but fixes
it at 0 g/m2, generally provides a constant temperature
estimate that agrees well with the AERI estimate for times
other than the mixed-phase period between 11:30 and
12:00. The temperature retrieval when including ice dem-
onstrates greater variability, with the temperature correlated
with the amount of ice retrieved during the periods when
little cloud ice was present. Although theoretical calcula-
tions suggested the success of retrieving temperature using
Region C, in this case the use of Region C alone results in
widely varying retrieved temperatures from 10:30 to 13:00
when not including and including ice in the retrieval of
greater than 20 K and 40 K, respectively, even when the
mixed-phase period is excluded. It is expected that modest
errors in the wavelength registration, and thus in the shift
and stretch retrievals, could lead to liquid temperature errors
because the temperature is estimated from the wavelength
shift in the liquid absorption cross section. This is not the
cause of the temperature differences shown in Figure 12,
however. While the temperatures differ by up to 10 K
between the two Region B/C analyses (not including the
period of substantial ice about 11:45), the shift and stretch
differences are always less than 0.01 and 0.03 diodes (�.03

and 0.09 nm), respectively. Because the laboratory water
cross sections suggest a wavelength shift of roughly 3K/nm,
these wavelength registration differences are much too
small to account for the retrieved temperature differences.
[44] The retrieved values of the photon path distribution

parameter a for the time period 1000 to 1300 ADT are
shown in the top panel of Figure 13. Region B/C is used
because the tabs for these clouds is in the range sensitive to
changes in a for this spectral region and the PLWP values
are consistent with those obtained with Region B alone.
After this period, as previously mentioned, the clouds
become too thin to obtain meaningful estimates of a except
for a few time periods. Because of the correlation between a
and the liquid water temperature, these retrievals have been
performed with liquid temperature fixed at 265 K. In one
case, ice is included in the analysis (although there is little
ice present throughout most of the time period) and in the
other it is not; the a retrievals demonstrate some sensitivity
to this choice and the differences between the 2 estimates of
a from 12:00 and 12:40 are correlated with the amount of
ice retrieved. During the 18 minute period beginning at
1136 ADT the a values for the ‘‘no ice’’ case are suspect
because of the ice present. In the bottom panel, we show the
correlation between L* and a measure of cloud optical
depth, t0, excluding this mixed-phase period. The retrieved
LWPs are scaled to t0 by (1 � g) t assuming that the
relationship between LWP and this quantity is given by

t0 ¼ 0:11	 0:13	 LWP; ð14Þ

as would be expected with an effective radius of 15 mm and
g = 0.87. We do this to compare our measurement estimates
of L* (hl2i1/2/hli) to the theoretical predictions from
diffusion theory given by Davis and Marshak [2002]. The
data demonstrate some scatter, especially when ice was
included in the analysis, but compare reasonably well to the
calculated values. The case in which ice is fixed to 0 g/m2 in

Figure 13. (top) Retrieved a value when including and not including ice in the retrieval process. The 1-s
uncertainty due to measurement noise in the a estimates used to generate the bottom panel is smaller than
0.13. (bottom) Relationship between inferred L* for these two cases with estimated scaled cloud optical
thickness compared with theoretical diffusion limit calculation (line) from Davis and Marshak [2002]. The
values of L* between 1135 and 1150 ADTare not included in the bottom panel owing to the larger quantity
of ice in the clouds.
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the retrieval seems to do a better job of reproducing the
change of L* with t0 as calculated from diffusion theory.

5. Conclusions

[45] We have used calculations of zenith-sky spectral
radiances to show the accuracy and precision with which
several cloud quantities can be retrieved from ground-based
observations using an optimal estimation differential optical
absorption spectroscopy analytic technique. Known spectral
features are fit to the ratio of a foreground to a background
spectrum. The technique is relatively insensitive to slowly
spectrally varying signals caused by processes such as
Rayleigh and aerosol scattering. The three vapor, liquid,
and ice absorption bands considered, between 0.9 and
1.7 mm, exhibit a large range in their absorption coeffi-
cients, which allows them to work in a complementary
fashion to provide information about clouds ranging from the
optically thin limit to clouds containing LWPs of greater than
1000 g/m2. Cloud parameters that have been retrieved are
path-integrated liquid water path (PLWP), path-integrated ice
water path (PIWP), liquid and ice temperature, and a measure
of the photon path distribution width. The cloud quantity
estimates are sensitive to various assumptions in the retrieval
technique with the sensitivities dependent on the cloud
conditions. Thus care is required in determining which
parameters should be retrieved and which should be fixed
during any particular time period.

[46] We have analyzed data taken on 14 September 2004
in Barrow, Alaska, with this technique. Assuming plane-
parallel conditions, we have calculated relationships be-
tween PLWP and LWP to compare our results to LWPs
estimated from a collocated microwave radiometer. The
agreement is encouraging, although the spectral retrievals
tend to be lower than the LWP values estimated from the
MWR. During periods of low LWPs, we have also com-
pared our results to LWPs retrieved from a collocated
atmospheric emitted radiance interferometer (AERI), dem-
onstrating good agreement, and providing promise for the
near-infrared technique to be useful in characterizing clouds
of low LWP (10–50 g/m2). Comparisons have also been
made between retrieved PIWP and IWPs estimated from a
collocated millimeter-wavelength cloud radar (MMCR).
These estimates are highly correlated and demonstrate the
potential of the near-infrared analysis method in mixed-
phase conditions. Estimates also have been presented of
cloud liquid temperature and a measure of the width of the
photon path distribution and are compared to expected
values. The photon path distribution width compares well
with the diffusion limit calculations of Davis and Marshak
[2002], and the cloud liquid temperature demonstrates
agreement with the brightness temperatures retrieved by
the AERI to within a few degrees for much of the measure-
ment period. The results of these comparisons suggest that
the spectral analysis technique can currently provide useful

Figure A1. Ratios of retrieved PLWP to correct values demonstrating PLWP sensitivity to a changed
fraction of vapor inside the cloud (35% versus 25%), a 10-count offset in the foreground spectrum, a
changed cloud droplet effective radius (5 mm versus 10 mm), an a fixed at 2.0, and the liquid cloud
temperature fixed at 270 K for each of the three retrieval bands.
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measurements of PLWP, PIWP, photon path distribution
width and cloud liquid temperature.

Appendix A

[47] A summary of the sensitivity of PLWP estimates to
several analysis assumptions is presented in Figure A1 for
retrievals using each of the three wavelength regions. The
assumptions made in calculating the six cases considered
are summarized in Table A1, as are the conditions under
which each assumption is most important to the retrieval of
PLWP. The baseline retrieval is shown in black in Figure A1.
The deviation of the other curves relative to the baseline case
is ameasure of the retrieved PLWP sensitivity to these factors.
The deviation of the baseline curve from 1 can be interpreted
as largely due to errors in the retrieval approximation of the
radiative transfer calculation.
[48] The sensitivities of the retrievals from the three spec-

tral regions exhibit some important similarities. Perhaps most
obvious is the importance of the path distribution parameter,
a, as tabs gets large. However, it is also apparent that fixing
the value of a leads to reduced sensitivity to measurement
noise, making this preferable to retrieving a when tabs is
small enough that the retrieved value of the PLWP is not too
affected by the choice of a. The next most important PLWP
sensitivity for Regions B and C is the choice of liquid
temperature. Fixing the liquid temperature to an incorrect
value leads to inferior PLWP estimates under moderate to
thick clouds. Depending on the LWP range that is being
retrieved, one would have to weigh the inaccuracy of fixing
the liquid temperature at the a priori value against the potential
errors induced by including liquid temperature in the retrieval
process. The PLWP estimates demonstrate less sensitivity to
the water vapor fraction assumed inside the cloud, a drift in
the dark spectral offset, and to the spectral shape change
induced by a different assumed reff. This minor importance of
the spectral shape due to an reff assumption should not be
confused with the substantial importance of reff in esti-
mating the cloud path enhancement for optically thicker
clouds and thus in relating PLWP to LWP, as is done in
section 4.
[49] The effect of uncertainties in the water vapor profile

on the retrieved PLWP is estimated by analyzing spectra
generated for the dry vapor case with the wet water vapor
profile and the wet vapor case with the dry profile, using a

constant background and a calculated background contain-
ing 43 g/m2 LWP. Errors in the water vapor assumptions can
certainly lead to significant retrieval errors, depending on
what other quantities are retrieved in the analysis process
and on how much vapor is in the atmosphere during the
measurements. Indeed, we have already discussed the
greater difficulties presented by a wetter atmospheric envi-
ronment. However, from the cases discussed here, we find it
much more important to have spectral background taken in
a known atmospheric state than to be using the correct water
vapor cross sections (when choosing between the two
profiles considered here). In fact, if a cloudy-sky back-
ground is used, either of the vapor absorption coefficients
(wet or dry) often allows for equally good PLWP retrievals.
In contrast, if a spectrally constant background is used, there
is a noticeable degradation in the PLWP accuracy when the
incorrect vapor absorption coefficients are used.

Appendix B

[50] In Figure 7, a comparison between the a retrievals
from calculated spectra and the direct values inferred from the
multiple scattering model is performed. Unlike LWP, reff, and
several other cloud properties, the value of a is not a
prescribed quantity in a radiative transfer (RT) model. So
first, the ‘‘correct’’ value for the RT model must be deter-
mined. This is accomplished by starting with a nonabsorbing
cloud of fixed LWP and then adding absorption in the form of
reduced single scattering albedos (thus keeping the extinction
optical depth fixed) in increments of 4 	 10�4. For each of
these varying coalbedos, the transmission ratio of the in-
creased coalbedo case to the baseline case is related to the
value of a through the equivalence theorem

I ¼ I0

Z1
0

p lð Þ exp �lgð Þdl; ðB1Þ

substituting equation (6) as the path distribution form so

I

I0
¼ aa aþ lgð Þ�a; ðB2Þ

where I0 is the downwelling intensity for the nonabsorbing
cloud case and I is the same for the increased coalbedo case.

Table A1. Cases Used to Examine the Sensitivity of PLWP Retrievals to Various Assumptions in the Retrieval Processa

Case
Details of Deviation

From Baseline
Conditions When Most

Significant for PLWP Estimate

A, baseline - -
B, dark offset add 10 counts to foreground

spectrum to simulate drift of zero level
relatively small (see section 3 for larger effect on a retrievals)

C, path distribution assume a is fixed at 2.0 rather
than being retrieved

when absorption no longer optically thin (large effect)

D, liquid temperature fix liquid temperature at 270 K
rather than the correct 260 K

moderate to large PLWP values (see Figure A1)

E, effective radius fix radius at 5 mm rather than
the correct 10 mm

relatively small except when trying to correct PLWP values in
optically thin limit

F, vapor fraction assume 35% of vapor is in
cloud rather than the 25%
assumed in ‘‘baseline’’ case

relatively small

aPLWP, path-integrated liquid water path.
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The value of lg is the increase in the absorption optical
depth across the cloud due to the coalbedo increase,
multiplied by the cloud path enhancement. This then gives a
unique calculation of a for a range of coalbedos and LWPs.
[51] In some cases, it might be possible to probe further

into the path distribution by exploiting the information
available from the variation of ~w. As discussed in section 3,
the value of L* differs for various choices of ~w, and thus
across the absorption spectrum, if the parameterization of the
path distribution is imperfect. In the top panel of Figure B1,
we show 21 path distribution functions of the form

p a; lh i; l0; lð Þ ¼ 1

G að Þ lh i=að Þa l
a�1 exp � al

lh i

� 
þ ed l0ð Þ; ðB3Þ

where l0 is the location of a delta function path perturbation
on the distribution of (6) that has an integrated area of e, hli
is prescribed to be 1, and a is assumed to be 3.0. The mean
path length of the distribution is then

ltotalh i ¼ 1þ el0
1þ e

: ðB4Þ

The inferred values of L* given this new mean path length,
are shown in the bottom panel of Figure B1 as a function of
both tabs (x-axis) and path distribution (color). The a values
demonstrate variations in the previously discussed depen-
dence on ~w and suggest the potential to use liquid
absorption measurement at various wavelengths to estimate
the way in which the actual path distribution might differ
from equation (6).

Appendix C

[52] There are additional points that must be considered
in the application of equations (2)–(4) to measurements.
First, account must be made for the potential shifting and

stretching of the diode/wavelength relationship due to
changes in the spectrometer optics. This is addressed in
the retrieval process by creating a new, changing diode/
wavelength relationship as part of the analysis so that

inew ¼ iþ shift þ stretch	 i� imid

itotal

� �
; ðC1Þ

where i is the predefined pixel index that ranges from 0 to
255 and corresponds to known wavelengths, and shift and
stretch are retrieved. The new pixel grid is then adjusted to
this predefined pixel/wavelength relationship so the data
and the cross sections are aligned in wavelength.
[53] It is important to obtain accurate shift and stretch

values, as well as water vapor (and other gases), liquid, and
ice abundances, applicable to the background spectrum.
Errors in these values will propagate directly into errors in
the foreground estimates. Even if water vapor estimates are
not desired, for example, an inaccurate background value
can lead to an inability to fit the differential vapor signal
properly owing to nonlinearities in the convolved absorp-
tion cross section. This can then inhibit the accurate
retrieval of liquid and ice. In general, it is desirable to
choose a background spectrum that is characterized by
similar amounts of interfering gases as the foreground
spectra. This often leads to an improved ability to retrieve
the quantities of interest. Furthermore, it is possible to
approximate the atmospheric quantities of the background
by retrieving them with this spectrum considered as the
foreground spectrum in equation (2) and either a calibration
lamp or a clear sky spectrum (if the column water vapor can
be accurately estimated) as the background. In the analysis
of measurements presented here, each analyzed spectrum is
evaluated relative to an average of 10 cloudy-sky back-
grounds taken at either 1024 ADT or 1311 ADT. The
PLWPs (175 g/m2 and 115 g/m2), the vapor amount, and
the shift and stretch for these background spectra are

Figure B1. (top) Various photon path distributions. (bottom) Theoretically calculated variations of L*
with absorption optical depth for various photon path distributions of the top panel. The color codes in
the bottom panel correspond to the distribution color codes in the top panel.
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determined by analyzing them relative to the average of 10
clear sky spectra taken on 18 September, with the same
values of that background determined relative to the spec-
trum of a halogen calibration lamp that is spectrally smooth
relative to atmospheric measurements. A constant back-
ground is not used in the analysis of measurements, as
was done with synthetic spectra, because the spectrum of
the halogen lamp removes much of the effect of the low-
frequency instrument response without the need to precisely
know it.
[54] Another difference between analyzing data compared

to calculated spectra concerns the potential drift in the dark
background due to temperature variation at the detector, as
well as the contribution of scattered light in the instrument.
We have attempted to address this problem by placing a
long-pass filter with a 50% transmission point at 1.0 mm in
front of the slit; this reduces the light at the shortest
wavelengths to about 1% of its unfiltered intensity. It is
then assumed that any deviation of the signal in this
wavelength range is indicative of scattered light in the
instrument or of dark drift. The average of the first 10 diodes
(�0.901–0.930 mm) is subtracted from each spectrum to
correct for this effect. This correction procedure is imper-
fect, owing to the contribution, albeit small, of solar
intensity passing through the filter at these shortest wave-
lengths and then being subtracted out incorrectly as a dark
current drift. For the data presented in section 4, the
magnitude of this signal identified as the dark current ranges
from about �0.5% to 0.5% (�30 to +40 counts) of the peak
number of counts for each spectrum. Hence, in order to
approximate an upper limit for the effect of an error in
properly identifying the signal as a measure of the dark drift,
the retrieval procedure is used to measure PLWP, a, and
liquid temperature during the period shown in Figures 10
and 13 after adding the same number of additional counts to
every diode for each spectrum, calculated as 0.005 multi-
plied by the maximum counts registered by a particular
diode for that spectrum. This leads to a small effect on the
estimated PLWP (±4%). The effect on retrieved temperature
is more significant, with a reduction of 3–8 K throughout
the period. The effect on the estimated value of a is the
most significant, as would be expected by the change in
spectral shape, particularly near the centers of strong ab-
sorption features where the majority of the information
concerning a is found. The value of a is reduced by an
average of 0.5 throughout this time period compared to
results of retrievals performed without the additional counts.
While these effects are significant for both liquid tempera-
ture and a estimates, we believe the errors after attempting
to correct for the dark drift will be substantially less.
Measurements on this day lead us to conclude that the first
10 diodes exhibit a response (in counts) of only about 0.1%
of the peak counts in each spectrum. Hence the sensitivity
study assuming 0.5% of the peak counts is likely to be
dominated by true drifts in the dark current and should
therefore be accounted for correctly.
[55] Finally, imperfect modeling of the instrument re-

sponse to a given spectrum can introduce additional uncer-
tainties to the retrieval process. A few examples of
imperfections that can be important include the deviation
from the assumed instrument slit function, a detector
response that deviates from being linear with spectral

intensity, and spectral response stability. The stability of
the spectral response over the measurements period is
estimated from spectra taken periodically of a broadband
calibration lamp. Six such spectra were taken between 16
and 21 September. The absolute intensity response varies by
less than 3% among these observations, with the spectrally
structured variations being much less. In fact, if successive
lamp spectra are used as foreground and background spectra
in equation (2), the effect of spectral variations leads to a
maximum inferred PLWP value of less than 2 g/m2 and a
maximum inferred PIWP of less than 1 g/m2. These
observations suggest that any variation in the spectral
stability of the instrument should be of very minor impor-
tance to our retrievals.
[56] Laboratory studies have been performed to estimate

the extent of the nonlinear response and the deviation of the
slit function from a simple Gaussian shape. The nonlinear-
ity, determined by measuring the output from a tungsten-
halogen lamp at many different integration times maximizes
at about 3% at 20,000 counts with little change for greater
intensity. For reference, the maximum intensity measured
on 14 September was about 45,000 counts, but the peak
intensity of more than 95% of the spectra was under 20,000
counts. The slit function was estimated from observations of
emission lines from a Hg/Ar lamp in the wavelength region
1.22 mm to 1.35 mm. While a Gaussian slit function with a
FWHM of about 5.0 nm does a good job of fitting the lines
out to roughly 10% of the peak intensity, the regions
between the lines cannot be adequately described by a slit
function that falls off this quickly in the wings. We find that
a slit function described by

K lð Þ ¼ exp � l� l0

2:65

� �2
( )

þ 1

15 l� l0j j þ 1ð Þ ðC2Þ

performs much better, where l0 is the center wavelength.
Analyses of the 14 September observations from 10:00 to
11:30 local time have been performed with this function,
with a Gaussian function characterized by a FWHM of
4.41 nm, and with a Gaussian function with a FWHM of
5.00 nm (equivalent to 3.00 in the denominator of the first
term of equation (C2) in place of the 2.65) to estimate the
potential effect of errors in the slit function on the retrievals.
Analyses using Region B/C show that the effect of not
including the second term in equation (C2) is the most
significant of these assumptions in the retrieval of a, PLWP,
and liquid temperature (ice was not retrieved). The
maximum impact on the PLWP retrievals ranged from �5
to 25 g/m2, or about �6% to 8% of the inferred PLWP with
the rms over the period of 6 g/m2. The maximum effect on
temperature was �6 K to 8 K with an rms of 3 K. The effect
on a is always less than ±0.4 except for 2 of the 126
retrieved values during this period that exhibit differences of
more than 0.8. The rms over this period is 0.2. These results
suggest that an inaccurate estimate of the instrument slit
function can lead to retrieval errors that can be of some
importance when highly accurate estimates are desired.
Compared to the slit function, the effects of the nonlinear
detector response and the change of the FWHM from
4.41 nm to 5.00 nm are much smaller for each of these
retrieved parameters.
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