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ABSTRACT: Recent studies have shown that potential predictability and actual forecast skill have varied throughout the his-
torical record, primarily due to natural decadal variability. In this study, we explore whether and how potential predictability is
projected to change in the future as a distinct response to anthropogenic climate change. We estimate the potential predictabil-
ity of El Niño–Southern Oscillation (ENSO) as well as global surface temperature, precipitation, and upper-atmospheric circu-
lation anomalies from 1921 to 2100, within a perfect model framework, using five coupled model large ensembles. We find that
historical and projected ENSO amplitude changes generate global-scale shifts in climate predictability via ENSO-driven
changes in the signal-to-noise ratio of seasonal forecasts, with a 10% change in Niño-3.4 standard deviation leading to a 14%
change in globally averaged forecast skill at 12-month lead. This relationship suggests that potential predictability changes
across much of the globe in the coming decades could be linked to anthropogenic climate change of ENSO. However, since
current models substantially disagree on the sign and intensity of projected ENSO change, the trajectory of future global pre-
dictability changes cannot yet be determined. This problem is demonstrated by widely varying predictability changes seen
across the five large ensembles, with models exhibiting a robust increase, robust decrease, or no significant change in predict-
ability, depending upon their respective projected ENSO amplitude trends. Our results highlight the need for climate model
development aimed at better capturing past forced and unforced changes to ENSO variability, which is necessary (if not suffi-
cient) to constrain projected changes to climate predictability worldwide.
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1. Introduction

Recent advances in model physics, resolution, ensemble
sizes, and data assimilation schemes have led to increases in
seasonal forecast skill (Barnston et al. 2012; Barnston and
Tippett 2017). However, prediction systems may still be lim-
ited by the so-called “potential predictability” of different cli-
mate states. Potential predictability is often thought of as a
prediction limit intrinsic to the chaotic nature of the climate
system (Sardeshmukh et al. 2000), the point when a forecast’s
initial uncertainty grows until any climate state randomly drawn
from the climatological probability distribution could be expected
to occur (Lorenz 1969). In practice, however, predictability is gen-
erally estimated from models, but model predictability may differ
from nature’s predictability due to model errors both in the distri-
bution of climate states and their evolution. Systematic state-
dependent seasonal forecast errors (e.g., Beverley et al. 2023)
likewise suggest that some aspects of nature’s predictability

may be missed by all model predictability studies. Recent
studies have even suggested that some models make forecasts
in some regions with real-world skill that exceeds the model’s
own predictability, possibly a consequence of the signal-to-
noise paradox (e.g., Scaife and Smith 2018; Weisheimer et al.
2024).

Potential predictability is not stationary or fixed in time
(Newman and Sardeshmukh 2017; Weisheimer et al. 2022;
Zhao et al. 2016). As a result, actual forecast skill has also var-
ied substantially in the past (Derome et al. 2005; Kumar 2009;
MacLeod et al. 2018; O’Reilly et al. 2017, 2019; Shi et al. 2015;
Weisheimer et al. 2017, 2019), although overall secular trends in
this skill may be harder to detect in the historical record (Ding
et al. 2019). For example, Lou et al. (2023) andWeisheimer et al.
(2022) showed that long-lead ENSO forecast skill was higher at
the beginning and end of the twentieth century, with a multide-
cadal period of lower skill from the 1930s to 1950s. Further,
Weisheimer et al. (2020) found that past seasonal predictability
of extratropical atmospheric circulation patterns such as the
Pacific–North American (PNA) pattern and the North Atlantic
Oscillation (NAO) have also experienced pronounced decadal
variations. While these past changes in prediction skill may re-
sult from varied model performance relative to historical obser-
vations (e.g., Weisheimer et al. 2022), these skill changes may
also be driven by changes in the intrinsic predictability of the
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climate system itself (Becker et al. 2014; Newman and
Sardeshmukh 2017).

Given these historical changes, it is reasonable to expect
that potential predictability and/or actual prediction skill may
similarly vary in the future, whether as a result of natural de-
cadal variability (Weisheimer et al. 2020), a possible response
to anthropogenic climate change (Zheng et al. 2022), or some
combination of both. In particular, some general circulation
models (GCMs) project that ENSO and its remote impacts
may change in response to an increase in greenhouse gasses
(e.g., Cai et al. 2021). For example, some models project sig-
nificant changes in ENSO variability (Maher et al. 2023;
Heede and Fedorov 2023), frequency (Berner et al. 2020), fla-
vor (i.e., central vs eastern Pacific; Capotondi et al. 2015), and
teleconnection strength/position (Gan et al. 2017; McGregor
et al. 2022; O’Brien and Deser 2023; Zhou et al. 2014), al-
though there is substantial model disagreement in the sign
and intensity of these changes across models. Still, through its
far-reaching teleconnections, ENSO is the single most impor-
tant source of predictability on seasonal time scales for much
of the globe (e.g., Barnett and Preisendorfer 1987; Jacox et al.
2019; Quan et al. 2006), suggesting that any future changes to
ENSO’s strength and/or its connectivity to the rest of the cli-
mate system could significantly impact the potential predictabil-
ity of many socioeconomically relevant climate parameters.

It is crucial to assess how potential predictability may evolve
as climate continues to change. Many previous studies have
used hindcast systems to estimate potential predictability in the
past (e.g., Shi et al. 2015; Weisheimer et al. 2019, 2020, 2022).
However, model hindcasts are not useful for quantifying pos-
sible future changes in predictability as they are by definition
retrospective and depend on past observations for their initiali-
zation. A different technique that can overcome these limita-
tions and assess time-varying climate predictability in the past
and the future is the “model-analog” approach. In the tradi-
tional analog framework, past observed climate states are found
that closely match the current state and their subsequent evolu-
tion is treated as forecasts (Lorenz 1969). Alternatively, coupled
GCMs allow for analogs to be drawn from lengthy climate sim-
ulations (often preindustrial control runs; Ding et al. 2018), with
the model evolution of these analogs then treated as the fore-
cast. This method increases the “library” of possible climate
states to compare against the current observed state, resulting in
closer analog matches and allowing for the generation of forecast
ensembles. Such model-analog forecasts have been shown to be
as skillful as initialized dynamical forecasts (Ding et al. 2018,
2019; Ding and Alexander 2023; Lou et al. 2023; Menary et al.
2021), with the added benefit of being more computationally
efficient.

The “perfect model-analog” technique utilizes these same
methods, but while the goal of a traditional model-analog is to le-
verage climate simulations to forecast the real world, the goal of
using perfect model-analogs is to instead forecast the climate
simulation itself (e.g., Ding et al. 2018; Zhang et al. 2023; Lenssen
et al. 2024). This is accomplished by treating a portion of a cli-
mate simulation as “observations” and then drawing the analog
forecasts from a different, independent portion of the same cli-
mate simulation. The resulting ensemble forecast is “perfect” in

that it has no unconditional or conditional biases (von Storch
and Zwiers 1999). Thus, the forecast skill in a perfect model
framework is a measure of the potential predictability (or equiv-
alently, “potential skill”) in the climate system, at least to the ex-
tent it is captured by the model. Ding et al. (2018) showed that
the model-analog technique applied in a perfect model sense to
four different climate models provided an excellent estimate of
the potential predictability of each model. Since the perfect
model framework does not depend on real-world observations,
it can be readily applied to past and future climate simulations to
explore how these predictability limits change over time.

In this study, we explore whether and how seasonal climate
predictability varies from 1921 to 2100 by applying the perfect
model framework to five coupled model initial condition large
ensembles (LEs) that are each forced with time-varying radia-
tive forcing. The large number of ensemble members pro-
vided by each model LE (ranging from 30 to 100 depending
on the model) allows us to generate hundreds of thousands of
perfect model forecasts with which to assess any past, present,
or projected changes in potential predictability. In particular,
we generate 24-month forecasts of ENSO as well as global sur-
face temperature, precipitation, and upper-atmospheric circula-
tion. The forecasts are then verified against independent portions
of the same large ensembles using anomaly correlation coeffi-
cient (ACC). We find that historical and projected ENSO ampli-
tude changes generate global-scale shifts in climate predictability
via ENSO-driven changes in the signal-to-noise (S2N) ratio of
seasonal forecasts. However, given substantial model disagree-
ment in projected ENSO amplitude changes, the future forced
response in potential predictability remains unclear.

2. Data and methods

a. Climate model large ensemble simulations and
observations

We apply the perfect model framework to five coupled
model initial condition LEs that span the phase 5 of the Cou-
pled Model Intercomparison Project (CMIP5) and CMIP6
eras (Table 1). Such a comparison across models allows us to
test the sensitivity of our results to intermodel uncertainty
found in the climate response to increased radiative forcing.
For efficiency, all model data output was first interpolated to
a common 2.583 2.58 grid.

The models used in our analysis include the Community Earth
System Model, version 1.2, LE (CESM1-LE; 40 members; Kay
et al. 2015), CESM, version 2, LE (CESM2-LE; 100 members;
Rodgers et al. 2021), the Geophysical Fluid Dynamics Labora-
tory Seamless System for Prediction and Earth System Research
(GFDL-SPEAR) medium-resolution simulation (30 members;
Delworth et al. 2020), the GFDL Earth System Model with
MOM, version 4 component (GFDL-ESM2M; 30 members;
Burger et al. 2020, 2022), and the Max Planck Institute Grand
Ensemble (MPI-GE; 100 members; Maher et al. 2019). The anal-
ysis period is 1921–2100, during which each model uses one of the
specified external forcing scenarios: 1) historical 1 representative
concentration pathway 8.5 (RCP8.5), 2) historical1 shared socio-
economic pathway 3-7.0 (SSP3-7.0), or 3) historical 1 SSP5-8.5.
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Within a given model, each ensemble member starts from a dif-
ferent initial condition. Over time, the ensemble members diverge
due to the chaotic nature of the coupled climate system. As a re-
sult, once the memory of the initial condition fades, each ensem-
ble member can be treated as an independent sample of the
climate that has its own unique sequence of internal variability
superimposed on a common forced response. We compare a por-
tion of our model results to monthly mean data from four differ-
ent observational sea surface temperature (SST) datasets: the
National Oceanic and Atmospheric Administration (NOAA) Ex-
tended Reconstructed SST, version 5 (ERSSTv5; Huang et al.
2017), Hadley Centre Sea Ice and SST (HadISST; Rayner et al.
2003), and Centennial In Situ Observation-Based Estimates
(COBE), version 1 (COBE1; Ishii et al. 2005) and version 2
(COBE2; Hirahara et al. 2014). We primarily compare these
observational products during the period 1921–2023. Differ-
ences in data streams and gap-filling methods lead to differ-
ences between each observational estimate during the early
part of the twentieth century, although these are less than the
differences between model ensembles in the corresponding
period. However, the observations are in better agreement
during a more recent period (e.g., 1980–2023).

b. Perfect model-analog framework

In each LE, perfect model forecasts are generated and eval-
uated for different 30-yr periods spaced every 10 years from
1921 to 2100 (e.g., 1921–50, 1931–60…2071–2100). The fore-
casts are produced within each of these 30-yr periods separately
using the following method. For a given model and 30-yr pe-
riod, the following steps are carried out.

1) We extract monthly mean SSTs from each ensemble
member for the 30-yr period of interest.

2) We then remove the long-term monthly mean SSTs at
each grid point based on the contemporaneous climatol-
ogy calculated using all ensemble members (i.e., anoma-
lies in 1921–50 are relative to a 1921–50 climatology).

3) We further remove the ensemble mean SST anomaly
(SSTA) (i.e., the model-specific externally forced signal)

at each grid point from each of the model’s individual en-
semble members.

4) We arbitrarily treat the first ensemble member as the “truth”
or observations. Because each ensemble member is indepen-
dent from one another, a data library of possible analog
matches to the observations can then be constructed for each
calendar month using the remaining ensemble members. For
example, the data library for January in CESM1-LE consists
of 39 ensemble members 3 28 years 5 1092 samples. Note
that it is only 28 years because we aim to generate 24-month
forecasts, so any possible analog matches in the final 2 years
would extend beyond our 30-yr window of interest. Thus, the
final 2 years in each 30-yr window are excluded from our data
libraries.

5) For a given month, we choose analogs by minimizing the
distance between the climate state in the “observed” en-
semble member and those found in the corresponding
monthly data library (i.e., by comparing an observed
January to the January data library). The distance between
climate states is estimated by calculating the total root-
mean-square (RMS) difference between the observed
SSTAs from 608S to 608N and at all longitudes and those
from every possible match in the data library. Note that
we do not area weight the RMS difference calculation
used in our analysis (see following section for more
details). The distances are then ranked in descending
order. The 10 closest states from the data library and
their subsequent 24-month evolution are chosen as the
forecast ensemble for that month.

6) We repeat (4) and (5) by treating each other model ensem-
ble member as observations and constructing the monthly
data library using the remaining ensemble members.

This procedure generates a 10-member forecast for every
month and every ensemble member in a given model LE. For
example, applying this perfect model framework to CESM1-LE
for a given 30-yr period generates 40 (ensemble members)3 12
(calendar months)3 28 (years)5 13400 10-member, 24-month
forecasts with which we can estimate seasonal climate predict-
ability. Although we use SSTAs to identify analogs, we are not

TABLE 1. Observational and model datasets used in this study. First column: radiation forcing scenario used by each model. The
number of ensemble members available in each model is in parentheses. Second column: DJF averaged trend (8C decade21) of
Niño-3.4 standard deviation (s3.4) in 30-yr running windows (i.e., Fig. 1) for the period 1950–2023. For climate models, the ensemble
mean trend is reported along with the percent of the respective ensemble members that agree with the sign of ensemble mean trend
in parenthesis. For observations, the trend is reported along with a 95% confidence interval on the slope of the linear fit. Third
column: As in the second column, but for the period 1950–2100. Fourth column: Dataset references.

Dataset Forcing (ensemble size)
s3.4 trend

(8C decade21) 1950–2023
s3.4 trend

(8C decade21) 1950–2100 References

CESM1-LE HIST1RCP8.5 (40) 0.04 (90%) 0.02 (88%) Kay et al. (2015)
CESM2-LE HIST1SSP3-7.0 (100) 0.03 (77%) 0.00 (68%) Rodgers et al. (2021)
GFDL-SPEAR HIST1SSP5-8.5 (30) 0.02 (73%) 0.03 (100%) Delworth et al. (2020)
GFDL-ESM2M HIST1RCP8.5 (30) 0.02 (70%) 20.02 (93%) Burger et al. (2020, 2022)
MPI-GE HIST1RCP8.5 (100) 0.00 (54%) 0.00 (66%) Maher et al. (2019)
ERSSTv5 0.03 6 0.01 Huang et al. (2017)
HadISST 0.07 6 0.01 Rayner et al. (2003)
COBE 0.07 6 0.01 Ishii et al. (2005)
COBE2 0.06 6 0.01 Hirahara et al. (2014)
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limited only to SSTA forecasts for analysis. Once the nearest
climate states are selected, the evolution of any model vari-
able can be treated as a forecast and subsequently verified
against the corresponding variable from observations (e.g.,
Ding et al. 2019). In this way, we assess the forecast anoma-
lies of the following monthly mean variables from each
model, with the CMIP standard variable name shown in
parenthesis: SST (tos), 2-m air temperature over land (tas),
precipitation (pr), and the 500-mb (1 mb5 1 hPa) streamfunc-
tion, which was calculated using the U/V wind components at
500 mb (ua, va). Note that the 500-mb streamfunction was
chosen instead of a more traditional parameter like 500-mb
geopotential height because not all of the LEs provided geo-
potential height as model outputs. As previously mentioned
for SST, anomalies for all other variables are derived by
removing both the long-term monthly means of the contem-
poraneous 30-yr period and each model’s respective ensem-
ble mean.

c. Perfect model-analog sensitivities

There are several arbitrary choices that must be made
when adapting the perfect model-analog technique for LEs.
Here, we briefly discuss these decisions and how they might
influence our results or conclusions. 1) We remove a given
model’s ensemble mean from each of its members in order to
isolate the internal component of each parameter, while still
accommodating forced changes in climate variability (O’Brien
and Deser 2023). Doing so allows us to focus on possible
forced changes in the predictability of climate variations, as
opposed to the more trivial exercise of predicting the forced
trend. 2) Ding et al. (2018) showed that for data libraries of sev-
eral hundreds of years, analog forecast ensembles of 10–20 mem-
bers produced the most accurate forecasts. This is because larger
forecast ensembles include increasingly poor analog matches, re-
sulting in lower skill over the length of the forecast. We choose
the top 10 analogs for our forecast ensembles for computational
efficiency; however, our results and conclusions are not qualita-
tively impacted when increasing the forecast ensemble size to
the top 15 or 20 matches. 3) We do not area weight the RMS dif-
ference calculation so as not to overweight the tropics when draw-
ing analogs. We find that this choice increases the overall forecast
skill in the midlatitudes without overly decreasing it in the tropics.
We select analogs based on SSTAs from 608S to 608N and at all
longitudes for similar reasons (i.e., to improve the representation
of the extratropics when selecting analogs). Our results and con-
clusions are not qualitatively impacted by these decisions.

d. Potential predictability metrics and signal-to-noise

To assess lead-dependent potential skill in each model, we
calculate Ne estimates of the ACC between each ensemble
mean forecast and the corresponding observations, where Ne

is the number of ensemble members in a given LE (i.e., the
number of observed time series used to generate analogs).
For example, there are 40 estimates of the ACC for 1921–50
when evaluating CESM1-LE. We repeat this procedure for
each 30-yr period separately, and we report the ensemble
mean ACC in our results. We test the significance of the

ensemble mean ACC using a 95% confidence interval based
on the two-sample t test. We further determine the robustness
of the change in ACC between 30-yr periods by indicating
where 90% of a given model’s ensemble members agree on
the sign of the change. Note that all of our results are consis-
tent with each other when using probabilistic skill metrics
(e.g., Brier skill score or reliability). However, for brevity, we
only show skill based on ACC.

We assess the lead-dependent S2N ratio in our forecasts
following Sardeshmukh et al. (2000). For each model ensem-
ble member Ne, the S2N ratio at lead l is

S2N(Ne, l) 5
∑
n

i51
xf

2

1
K
∑
m

i51
x′2f

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

1/2

, (1)

where x′f 5 xf 2 xf is the deviation of each individual forecast
member (xf) from the ensemble mean forecast (xf ) for each
monthly initialization (i). The numerator in Eq. (1) represents
the signal and is calculated as the square of xf summed over
all monthly initializations in a given 30-yr period (n). The de-
nominator represents the noise and is calculated as the square
of x′f summed overm, wherem is the total number of monthly
initializations from all forecast ensemble members K (in our
analysis K 5 10). Therefore, for a given 30-yr period, n 5 12
(calendar months) 3 28 (years) 5 336 and m 5 3360. As with
ACC, we calculate Ne estimates of the S2N ratio for each LE
(one for each ensemble member) and report the ensemble mean
values in our results. A higher S2N ratio indicates that there is a
larger ensemble mean anomaly and/or less spread among the
forecast ensemble, which results in a more skillful forecast in the
perfect model framework (Sardeshmukh et al. 2000).

Projected changes in ACC and S2N are shown relative to a
reference period of 1921–50. This reference was chosen as it is
the earliest common period among the model LEs and be-
cause it allows us to quantify the largest possible radiatively
forced change in each model. Note that while the CESM2-
LE, GFDL-ESM2M, and MPI-GE were initialized in the
mid-nineteenth century, CESM1-LE and GFDL-SPEAR
were initialized in 1920 and 1921, respectively. Since the en-
semble members in GFDL-SPEAR were initialized from
different years of a preindustrial control simulation with dif-
ferent ocean states, they are already well separated. However,
since the ensemble members in CESM1-LE were initialized with
a similar ocean state, it is possible that the ocean memory of the
initial condition is present in this model for the earliest 30-yr
period over which we quantify predictability (i.e., 1921–50).
However, we have repeated our analysis using 1991–2020 as
the reference period and found that our results and conclu-
sions are not qualitatively impacted by this choice.

3. Results

a. Forced changes in ENSO amplitude

Given ENSO’s dominant role in driving seasonal climate
predictability, we first assess the simulated response of ENSO
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amplitude to historical and future radiative forcing in each
LE, measured using a 30-yr moving window of December–
February (DJF) Niño-3.4 (SSTA averaged 58S–58N, 1708–1208W)
standard deviation from 1921 to 2060 (Fig. 1). In general, while
these model simulations capture many key aspects of ENSO
and its evolution (Maher et al. 2023; Planton et al. 2021), they
struggle to capture ENSO amplitude (Fig. 1 black line), which
they mostly overestimate apart from the MPI-GE in the mid-
twentieth century and GFDL-SPEAR in the later twentieth
century. Still, most model ensemble means show an increase in
Niño-3.4 amplitude over the latter half of the twentieth cen-
tury, which appears consistent with observations. However,
SST reconstructions as well as surface pressure observations
also suggest that ENSO amplitude had a mid-twentieth cen-
tury minimum, with higher values early in the century (Fig. S1
in the online supplemental material; Newman et al. 2018;
Lou et al. 2023). Additionally, observed ENSO amplitude may
not have significantly increased over the past two decades,
whereas the longer model simulations mostly show ensemble
mean trends that monotonically increase over the entire twen-
tieth and into the twenty-first century (Fig. S1). Moreover, de-
spite noticeable changes in ENSO amplitude in most of the
model’s ensemble means, there are large uncertainties in the
sign of the trend across the respective LE’s members during
the observational period. Indeed, only in CESM1-LE do at
least 90% of the ensemble members agree on the sign of the
ensemble mean trend from 1950 to 2023 (Table 1), suggesting
that it may be difficult to identify forced changes in ENSO am-
plitude during the historical period in the other LEs. Thus,

while observations do show a robust increase in ENSO ampli-
tude from 1950 to 2023 (Table 1), the large model uncertain-
ties and overall variability biases make it difficult to conclude
whether or not these observed trends are consistent with any
of the LE’s forced response in ENSO amplitude during the
historical period.

Given general (if not uniform) model agreement concern-
ing the direction of historical changes in ENSO amplitude, it
is interesting that their projections of future ENSO changes
are notably different. The ensemble mean Niño-3.4 amplitude
in CESM2-LE rises consistently through 2040 before decreas-
ing consistently through 2100, while in CESM1-LE, it rises
through 2060 before a milder decrease thereafter. In contrast,
in the GFDL-SPEAR ensemble, ENSO undergoes a relatively
mild increase from 1921 to 2020, after which it increases until
about 2080 before decreasing slightly. In GFDL-ESM2M, the
ensemble mean Niño-3.4 standard deviation is relatively stable
until about 2040, after which it sharply decreases through the
end of the century. The exception is the MPI-GE ensemble,
which has little change over the historical period and even de-
clines somewhat through 2100.

Projected trends in ENSO amplitude are more robust among
some of the LEs (Table 1). All ensemble members agree with
the sign of the ensemble mean trend in GFDL-SPEAR (up
from 73% during the historical period) and 93% (up from
70%) of the members agree in GFDL-ESM2M. The inter-
member agreement in the MPI-GE also increases (from 54% to
66%), but the ensemble mean trend remains weak and is likely
not robust. The intermember agreement in CESM1-LE and

FIG. 1. Standard deviation of DJF averaged SSTA in the Niño-3.4 region in running 30-yr win-
dows from 1921 to 2100. Years indicate end of the window (e.g., 1960 5 1931–60). Colors repre-
sent different model LEs, with thick curves for ensemble mean values and shading for one stan-
dard deviation spread across the ensemble. Black shading shows the range of observed values
from 1921 to 2023 from four different observational products (ERSSTv5, HadISST, COBE, and
COBE2), with the black curve representing the observed average. See Fig. S1 for individual ob-
servational estimates.
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CESM2-LE decreases slightly from 90% to 88% and from 77%
to 68%, respectively. The high (.80%) intermember agree-
ment in CESM1-LE, GFDL-SPEAR, and GFDL-ESM2M sug-
gests that the different projected ENSO amplitude changes
seen in these models are likely a robust (and model-specific) re-
sponse to future radiative forcing. In contrast, the ENSO ampli-
tude trends in the CESM2-LE and MPI-GE remain difficult to
separate from internal climate variations.

Projecting future changes in predictability might appear diffi-
cult when the trends in simulated future ENSO amplitude dis-
agree, with two models showing a robust increase (CESM1-LE
and GFDL-SPEAR), one showing a robust decrease (GFDL-
ESM2M), and two showing little overall change (CESM2-LE
and MPI-GE). Moreover, it remains problematic whether these
models can simulate past changes to ENSO variability. We might
then ask whether any conclusion can be drawn regarding future
changes in global predictability. However, as we will show, this
model disagreement can still be leveraged to increase the under-
standing of the relationship between ENSO and changes in
global climate predictability over time.

b. Forced changes in ENSO predictability

Keeping in mind the issues we have identified in the previous
section, we next explore whether estimates of ENSO predict-
ability during the historical and future periods are similarly
varied across the models. For the period 1921–50, perfect
model-analog forecasts (hereafter referred to as “forecasts”) of
the Niño-3.4 index in each LE show high (ACCs exceeding 0.8)
potential skill (hereafter referred to as “skill”) at leads of less
than ;6 months and for forecasts initialized/verified in boreal
fall and winter (Fig. 2; left column). Skill remains elevated for
forecasts verified in boreal fall/winter (regardless of initializa-
tion month or lead time), consistent with previous studies
(e.g., Jacox et al. 2019).

Treating 1921–50 as a baseline, there is little change in
Niño-3.4 skill in any of the models for the adjacent 30-yr
period (1951–80). However, by the period 1981–2010, CESM1-
LE shows a robust increase in Niño-3.4 predictability at short
leads for May–September initializations and at longer leads
for much of the year. This suggests that forced changes in

FIG. 2. (first column) Ensemble mean Niño-3.4 potential forecast skill (ACC) as a function of initialization month (x axis) and lead time
(y axis) for each model LE. (second column)–(sixth column) Difference in Niño-3.4 skill between the base period 1921–50 and different
30-yr periods. For example, the (second column) shows the difference in skill between the periods 1951–80 and 1921–50. Gray (black) stip-
ples indicate that 80% (90%) of the respective model ensemble agrees on the sign of the change.

J OURNAL OF CL IMATE VOLUME 38680

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 02/11/25 04:32 PM UTC



CESM1-LE ENSO predictability begin to emerge above the
internal noise inherent to each ensemble member during this
period. In 2011–40, CESM1-LE Niño-3.4 skill continues to in-
crease, while GFDL-SPEAR begins to show some robust in-
creases in predictability. Forecast skill in CESM2-LE also
increases slightly during this period, but there is not widespread
agreement among its ensemble members on the sign of this
change. We see the largest period-to-period changes in Niño-
3.4 skill between 2011–40 and 2041–70 (Fig. 2; fifth column).
For example, forced changes to ENSO forecast skill in GFDL-
SPEAR fully emerge during this period, with the diagonal
bands of increased predictability associated with forecasts that
verify in boreal summer to winter. In GFDL-ESM2M, robust
decreases in predictability begin to emerge, but without a clear
pattern. Finally, by the period 2071–2100, CESM1-LE and
GFDL-SPEAR largely maintain the increases in ENSO predict-
ability observed in the previous epoch, while forced decreases in
Niño-3.4 forecast skill are now fully evident in GFDL-ESM2M.

There is clear model diversity in the simulated change in
ENSO predictability over time, even among different versions
of the same model (i.e., CESM1-LE vs CESM2-LE and
GFDL-SPEAR vs GFDL-ESM2M). Regardless, the sign and
timing of ENSO predictability changes in each of the LEs is
consistent with their respective time-varying ENSO ampli-
tudes (Fig. 1). For example, there are no robust changes in
Niño-3.4 forecast skill in GFDL-SPEAR until the period
2011–40, which closely corresponds to the timing of the stron-
gest increasing trend in this model’s ENSO amplitude (com-
paring third row of Fig. 2 to orange line in Fig. 1). Similarly,
ENSO predictability in GFDL-ESM2M remains relatively sta-
ble until the period 2041–70, at which point both the forecast
skill and GFDL-ESM2M’s ENSO amplitude start to sharply de-
crease (comparing fourth row of Fig. 2 to purple line in Fig. 1).
Even the ensemble mean Niño-3.4 skill in CESM2-LE shows

hints of a close link to its weakly time-varying ENSO amplitude,
with a slight increase in skill/amplitude through 2040 followed
by a decrease through the end of the century, though these pre-
dictability changes are not robust across the CESM2 ensemble.
The similarities between the timing of ENSO amplitude and
ENSO predictability changes in the LEs suggest that there may
be a causal relationship between the two. We will explore this
possibility in greater detail in section 3d.

c. Forced changes in global climate predictability

Due to ENSO’s far-reaching teleconnections, it is possible
that the relationship between ENSO amplitude and climate
predictability in each of the models extends beyond the Niño-3.4
region. To investigate, we calculate the projected change in the
global predictability of surface temperature, precipitation, and
upper-atmospheric circulation (Figs. 3–5). For brevity, we
primarily focus on predictability changes in the CESM1-LE,
MPI-GE, and GFDL-ESM2M in this analysis as these LEs
span the model uncertainty in terms of projected ENSO am-
plitude change (i.e., a robust increase, no change, and a robust
decrease, respectively); however, the results for all models are
shown in Figs. S3–S17.

Forecasts of SSTA for 1921–50 in CESM1-LE show skill at
0-month lead (i.e., the “initialization” or the month that was
used to determine the analogs) for most of the globe (globally
averaged ACC5 0.62), with the tropical Pacific exhibiting the
highest skill (ACCs. 0.9; Fig. 3a). There is also significant skill
of near-surface air temperature anomalies (SATA) over land at
0-month lead in most regions. However, SATA skill is generally
weaker than for SSTA (globally averaged ACC 5 0.48), espe-
cially in midlatitudes. Overall, the high 0-month lead SSTA skill
gives us confidence that the perfect model framework is reliably
drawing analogs that closely correspond to the observed climate
states at each initialization.

FIG. 3. Surface temperature potential predictability. (a)–(c) Ensemble mean skill of surface temperature anomalies in CESM1-LE as
measured by ACC calculated across all months in the period 1921–50. (d)–(f) As in (a)–(c), but for the period 2071–2100. (g)–(o) Change
in ACC between past and future periods for (g)–(i) CESM1-LE, (j)–(l) MPI-GE, and (m)–(o) GFDL-ESM2M. Skill values in (a)–(f) are
only shown when 95% significant. Stipples in (g)–(o) indicate where 90% of each respective ensemble agrees on the sign of the change.
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The skill of surface temperature decreases with increasing
lead time (Figs. 3b,c; see Figs. S3–S7 for skill maps at addi-
tional lead times), although this reduction is more apparent
for SATA than for SSTA. The SSTA ACCs at 12-month lead
exceed 0.6 in the tropical Pacific, consistent with previous
model-analog forecast studies (e.g., Ding et al. 2018). There is
also significant SATA predictability over tropical land surfa-
ces, as well as significant SSTA predictability throughout
most of the North Pacific, the tropical Atlantic, the tropical
Indian Ocean, and the Southern Ocean west of the Drake
Passage. These regions are known to be influenced by large-
scale ENSO teleconnections (e.g., He et al. 2020; Horel and
Wallace 1981; Mo and Ghil 1987), confirming that ENSO is a
key source of long-lead predictability in our forecasts. Skill
further degrades out to 24-month leads (Fig. 3c). The histori-
cal skill in CESM1-LE is qualitatively representative of the
other LEs (Figs. S3–S7); the other LEs each show elevated

skill in the tropics and in regions influenced by ENSO, as well
as skill that degrades more slowly over the ocean than over
land.

In CESM1-LE, there is a robust increase in SSTA and
SATA predictability in the future at all leads, with only a few
small regions of decreasing predictability (Figs. 3d–i). In partic-
ular, the 0-month lead SSTA skill increases in the western tropi-
cal Pacific as well as the Indian and Atlantic Oceans (Fig. 3i).
Similarly, there is a robust increase in projected SATA predict-
ability at 0-month lead over much of Africa, portions of eastern
Asia, equatorial South America, and all of Australia. Further,
the widespread ensemble agreement (black stipples) indicates
that these predictability changes are a “robust” (defined here as
90% ensemble agreement on the sign of the change) part of the
model-specific forced response and not due to chance. The
CESM1-LE changes in SSTA/SATA predictably are starker
at 12- and 24-month leads (Figs. 3h,i), with robust increases

FIG. 4. As in Fig. 3, but for precipitation predictability.

FIG. 5. As in Fig. 3, but for 500-mb streamfunction (c500) predictability.
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in ACC throughout the global tropics in an ENSO-like pat-
tern. There are also robust long-lead increases in SSTA skill in
the North Pacific and along the U.S. West Coast and SATA
skill in the American Southwest. Combined, the increase in skill
in the global tropics as well as extratropical regions known to
be influenced by ENSO suggests that the projected increases in
ENSO amplitude simulated by CESM1-LE (Fig. 1) may indeed
be manifesting on the global scales via ENSO-driven telecon-
nections. The existence of this relationship is further supported
by the comparison of the CESM1-LE skill changes to the abso-
lute value of the regression of CESM1-LE surface temperature
anomalies on the Niño-3.4 index (Fig. S2), which we use as a
measure of the strength of ENSO’s teleconnections in this
model. The pattern correlation is 0.67 at 12-month lead and
0.77 at 24-month lead, suggesting that the areas with the largest
change in predictability closely correspond to the regions that
are most sensitive to Niño-3.4 variability.

The projected changes in global surface temperature pre-
dictability among the other models are also consistent with
their respective simulated shifts in ENSO amplitude (Figs. 3j–o
and Figs. S3–S7). For example, the MPI-GE at 0-month lead
shows some isolated regions of increasing and decreasing
SSTA/SATA skill, but without a clear pattern. At longer leads,
the skill change in the MPI-GE is close to zero nearly every-
where and there is little agreement among the ensemble on the
sign of the change, consistent with the insignificant ENSO am-
plitude trend in this model. In contrast, GFDL-ESM2M shows
a robust decrease in SSTA/SATA predictability for most the
globe (Figs. 3m–o) in a similar ENSO-like pattern as seen in
CESM1-LE (pattern correlation5 20.74 at 12-month lead), con-
sistent with its projected decreasing trend in ENSO amplitude and
an overall decrease in the predictability of ENSO’s teleconnec-
tions. Indeed, the pattern correlation between theGFDL-ESM2M
skill changes and this model’s surface temperature/Niño-3.4
regression map (Fig. S2) is 20.61 at 12-month lead and
20.64 at 24-month lead.

These results hold for other climate parameters. For exam-
ple, CESM1-LE shows robust increases in projected precipita-
tion predictability at all leads in CESM1-LE (Figs. 4d–i), with
centers of action that coincide with known ENSO teleconnec-
tions, such as the Indian Ocean (e.g., Gupta et al. 2023), the
Caribbean (e.g., Giannini et al. 2001), and the U.S. West
Coast (e.g., Cash and Burls 2019). Similar to the surface temper-
ature skill changes, the relationship between precipitation skill
changes and ENSO teleconnections is further supported by the
pattern correlation with the regression map of CESM1-LE
precipitation anomalies on the Niño-3.4 index (R 5 0.70 at
12-month lead and 0.82 at 24-month lead; Fig. S2). The precipi-
tation skill changes are also consistent with forecasts of 500-mb
streamfunction anomalies (c500) in CESM1-LE (Figs. 5d–i),
which show an increase in skill in the PNA and Pacific–South
American (PSA) regions (Horel and Wallace 1981; Mo and
Ghil 1987) and have a pattern correlation with the c500/Niño-3.
4 regression map of 0.88 at both 12- and 24-month leads. As
with SSTA/SATA, the MPI-GE shows only isolated regions
of robust precipitation/c500 skill change at 0-month, but no sig-
nificant change at longer leads (Figs. 4j–l and 5j–l). Similarly,
GFDL-ESM2M shows a robust decrease in precipitation

predictability at all leads throughout the tropics and in midlati-
tude regions influenced by ENSO, such as the U.S. West Coast
and Australia (Figs. 4m–o), which is supported by pattern corre-
lations of 20.60 at 12-month lead and 20.64 at 24-month lead
with its precipitation/Niño-3.4 regression map (Fig. S2). This is
consistent with the decrease in GFDL-ESM2M c500 skill in
the PNA and PSA regions of the North and South Pacific
(Figs. 5m–o) and further supported by pattern correlations
of 20.78 12-month lead and 20.77 at 24-month lead with its
c500/Niño-3.4 regression map (Fig. S2). Results are consistent for
additional leads times and for GFDL-SPEAR and CESM2-LE
(Figs. S8–S17).

As was the case with projected ENSO amplitude, the large
model disagreement in the sign and intensity of projected cli-
mate predictability change suggests that we cannot make any
definitive conclusions about whether predictability will be im-
proved or degraded in the future based on these models alone.
However, the consistency between each model’s ENSO ampli-
tude (Fig. 1), ENSO predictability (Fig. 2), and global climate
predictability (Figs. 3–5) suggests a causal link exists between
future changes in ENSO and future changes in global climate
predictability.

d. Linking projected predictability changes to
ENSO amplitude

1) SIGNAL-TO-NOISE

The link between projected climate predictability and
ENSO amplitude may be related to ENSO’s role as the domi-
nant internal climate mode, allowing one to detect its influ-
ence across much of the globe despite the presence of other
forms of variability (e.g., weather or other climate modes).
For example, if ENSO amplitude increases in the future (e.g.,
as projected by CESM1-LE and GFDL-SPEAR), then that
may lead to an increase in the S2N ratio of ENSO and its tele-
connections, which would tend to contribute to an overall
more deterministic climate system and more skillful forecasts
(e.g., Sardeshmukh et al. 2000). To test this hypothesis, we
calculate changes in the S2N ratio [Eq. (1)] for surface tem-
perature as a function of lead time in each of the two time pe-
riods (Fig. 6). During the period 1921–50, the S2N ratios in
CESM1-LE forecasts at 0-month lead follow an ENSO-like
pattern, with the highest values in the equatorial Pacific (max-
imum value 5 1.94). Weaker (but still elevated) values are
seen in the Indian Ocean, the South Pacific, the northeast
Pacific along the U.S. West Coast, the North Atlantic, and
over the tropical African and South American land surfaces
(Fig. 6a). The S2N ratio decreases with increasing lead time
(Figs. 6b,c); however, the ENSO-like pattern of elevated S2N
ratio persists at 12-month lead before mostly dissipating at
24-month lead.

The patterns of projected S2N change in each of the LEs
(Figs. 6g–o) are remarkably similar to the surface temperature
ACC changes seen in Fig. 3, with pattern correlations be-
tween the ACC and S2N maps at 0-, 12-, and 24-month lead
of 0.89, 0.98, and 0.99 for CESM1-LE; 0.88, 0.93, and 0.84 for
the MPI-GE; and 0.81, 0.98, and 0.97 for GFDL-ESM2M, re-
spectively. Decomposing the S2N equation into a signal and
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noise component [i.e., the numerator and denominator of
Eq. (1), respectively], we find that the changes in the signal
are over 5 times larger than the changes in the noise for much
of the globe (Figs. S18 and S19). For example, the signal
change averaged 608S–608N at 12-month lead in CESM1-LE
is 27%, compared to just a 4.7% change in the noise. In the
case of CESM1-LE, this indicates that the amplitude of a typi-
cal ensemble mean forecast anomaly is larger in the future
without a substantial increase in the average forecast spread
(i.e., the forecast uncertainty). These results are consistent
with previous studies linking ENSO amplitude to S2N and/or
climate predictability (Capotondi et al. 2015; Chen et al. 2004;
Gu and Philander 1997; Sardeshmukh et al. 2000; Suarez and
Schopf 1988; Weisheimer et al. 2022; Zhao et al. 2016).

2) TIME-VARYING GLOBAL PREDICTABILITY CHANGES

From Fig. 6, it is clear that at the end of the twenty-first cen-
tury, ENSO amplitude changes manifest on global scales via
ENSO-driven changes in the S2N ratio. This relationship is
apparent in all of the LEs and over time. In particular, globally
averaged S2N ratios linearly scale with time-varying ENSO
amplitude in each model (Fig. 7a), even in the MPI-GE and
CESM2-LE where time-varying ENSO amplitude changes are
weak. There is also a near-perfect linear relationship between
globally averaged S2N and ACC (Fig. 7b), consistent with
previous studies relating perfect model skill to S2N ratios
(Sardeshmukh et al. 2000). As a result, we find a high corre-
spondence between each LE’s time-evolving Niño-3.4 am-
plitude and their respective globally averaged ACC (Fig. 7c).
For example, at 12-month lead, the globally averaged SSTA
skill in CESM1-LE increases roughly linearly over time with in-
creasing ENSO amplitude (Fig. 7c circles; R5 0.95). In GFDL-
ESM2M, there is a decrease in skill over time that closely

corresponds to this model’s decrease in ENSO amplitude
(Fig. 7c triangles; R 5 0.97).

By calculating the regression coefficient between globally
averaged ACC/S2N and Niño-3.4 amplitude (i.e., by fitting a
line to each model’s scatter in Figs. 7a,c), we can estimate the
skill/S2N changes for a given change in ENSO amplitude. Av-
eraging the regression coefficients across models, we find that
a 10% increase in Niño-3.4 amplitude is associated with a
14% and 7% increase in globally averaged forecast skill and
the S2N ratio, respectively, at 12-month lead. Combined, the
results shown in Fig. 7 further support our hypothesis that
time-varying changes in predictability are driven by same-sign
changes in global S2N ratios, which in turn are driven by each
respective LE’s projected change in ENSO amplitude. The
close link between ENSO amplitude, S2N ratios, and forecast
skill is consistent across models (different marker types in
Fig. 7), lead times, and variables (not shown).

4. Summary and discussion

In this study, we investigated projected changes in seasonal
potential predictability across five coupled GCM LEs. Using
a perfect model-analog technique, we generated hundreds of
thousands of synthetic seasonal forecasts to estimate predict-
ability changes from 1921 to 2100. We found large model
disagreement in the sign and intensity of future climate predict-
ability changes, with some models exhibiting increasing trends in
predictability and others exhibiting decreasing trends or no sig-
nificant change. Despite these very different model trajectories, a
common relationship emerged between a model’s simulated
change in ENSO amplitude and the global climate predictability
within that same model. In particular, model-specific shifts in
ENSO amplitude manifested on global scales via ENSO-driven
changes in the S2N ratio of forecasts, thus altering the skill of

FIG. 6. S2N ratios for surface temperature anomaly forecasts. (a)–(c) Ensemble mean S2N of surface temperature forecasts in CESM1-LE
calculated across all months in the period 1921–50. (d)–(f) As in (a)–(c), but for the period 2071–2100. (g)–(o) Percent change in S2N
between past and future periods for (g)–(i) CESM1-LE, (j)–(l) MPI-GE, and (m)–(o) GFDL-ESM2M. Stipples in (g)–(o) indicate where
90% of a respective model’s ensemble agrees on the sign of the change.
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forecasts as the climate system became more or less determinis-
tic. For example, forecasts from models with increasing ENSO
amplitude trends (e.g., CESM1, GFDL-SPEAR, and CESM2
until ;2040) were associated with a higher S2N ratio in the fu-
ture, which led to an overall more deterministic climate system

and increased potential for significant forecast skill. The higher
S2N ratio resulted from a larger ensemble mean forecast anom-
aly (i.e., signal), owing to ENSO’s role as a bigger “hammer” to
the climate system. The opposite was true for models with de-
creasing ENSO trends (e.g., GFDL-ESM2M and CESM2 after
;2040). Overall, when averaged across models, a 10% increase
in ENSO amplitude was associated with a 14% and 7% increase
in globally averaged correlation skill and S2N, respectively, at
12-month lead.

Given the large model disagreement in projected changes
to both ENSO and global predictability, as well as the notable
shortcomings by these and other climate models in capturing
observed historical changes in ENSO amplitude (e.g., see our
Fig. 1 as well as Maher et al. 2023; Wills et al. 2022), we can-
not conclude which of the projected outcomes is most likely
to occur. However, the relationship between ENSO ampli-
tude and forecast skill is robust and improves our understand-
ing of how future variations in ENSO characteristics may lead
to changes in forecast skill. This lends nicely to the concept of
climate change “storylines” (Shepherd et al. 2018) to further
summarize the possible outcomes. For example, ENSO ampli-
tude has increased since 1970 (Fig. 1 and Table 1), and if this
represents a forced response that will persist into the future,
then our results suggest that regions strongly influenced by
ENSO and its teleconnections may become more predictable
as these portions of the climate system become more deter-
ministic. However, if ENSO variability were to instead de-
crease in the future as suggested by several recent studies
(Wengel et al. 2021; Callahan et al. 2021; Peng et al. 2024),
then historical forecast skill relationships that depend on
ENSO and its teleconnections may become less reliable as
these regions become less deterministic.

Of course, our study is based upon “perfect model” predict-
ability, which is sometimes a reasonable proxy for “actual”
skill (i.e., the skill of real-world predictions; Wheeler et al.
2017; Newman and Sardeshmukh 2017), but this may not al-
ways be the case (e.g., Kumar et al. 2014; Weisheimer et al.
2022; Scaife and Smith 2018). Still, previous studies have
shown that multidecadal variations in actual skill are closely
tied to observed variations in ENSO amplitude (Weisheimer
et al. 2022; Lou et al. 2023), which is consistent with our con-
clusions and provides some confidence that our analysis of po-
tential skill is relevant for real-world predictability. However,
our results also make plain that the ongoing issues in ENSO
simulation across multiple generations of climate models in-
hibit our ability not just to make useful projections of future
tropical Pacific climate variability but also to constrain the ex-
pected trajectory of projected global climate predictability
changes. Future model development is therefore needed to
improve the realism of climate models to better capture ob-
served ENSO variability and its multidecadal changes.

While our analysis takes an important first step toward un-
derstanding future climate predictability changes, there are a
number of important questions that remain. First, is there a
strong seasonality to future global predictability changes?
Our study focused primarily on potential skill computed
across all months; however, there were some seasonal differ-
ences in ENSO predictability changes (Fig. 2). Additionally,

FIG. 7. (a) Global average forecast S2N at 12-month lead (y axis)
vs DJF averaged Niño-3.4 standard deviation (x axis) in different
30-yr periods. (b) As in (a), but for global average ACC vs global
average S2N ratio. (c) As in (a), but for global average ACC vs
Niño-3.4 standard deviation. All ACC and S2N values are based
on ensemble mean SSTA forecasts from each model (i.e., different
shapes). Shading of each shape indicates the 30-yr window over
which the forecast skill, S2N ratio, and Niño-3.4 standard deviation
are calculated, with the year indicating the end of the window. For
example, the shading for 1950 corresponds to 1921–50.
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Maher et al. (2023) showed that ENSO amplitude changes in
the LEs analyzed here are stronger in some seasons (typically
boreal winter) than others (see their Fig. 4). Therefore, it is
possible that ENSO’s impact on future predictability may be
seasonally dependent. Next, what other ENSO-related factors
impact future climate predictability? Many studies have
shown that ENSO frequency (e.g., Berner et al. 2020), flavor
(i.e., central vs eastern Pacific; Capotondi et al. 2015), and
asymmetry (i.e., the duration of El Niño vs La Niña events;
Maher et al. 2023) may change in the future. Changes to these
characteristics may alter ENSO’s influence on the rest of the
climate system and thereby climate predictability. Addition-
ally, there may be changes in the background mean state (e.g.,
the strength of the east–west temperature gradient in the
equatorial Pacific) that impact the overall climate response to
ENSO (Cai et al. 2021). While we did not find a significant re-
lationship between predictability in our forecasts and each
LE’s time-varying ENSO frequency or flavor preference (not
shown), we encourage future studies to investigate these
mechanisms in more detail.

Although ENSO is a dominant driver of seasonal forecast
skill for much of the globe, there are likely other mechanisms
that contribute to the predictability limits of different regions
and variables. For example, Shi et al. (2022) showed that
long-term shoaling of the mixed layer in the future may re-
duce the thermal inertia of the ocean, thereby decreasing
ocean memory and year-to-year SST persistence, especially in
the midlatitudes. Similarly, Kumar et al. (2023) found that
global warming decreases soil moisture memory over North
America due to an increase in potential evapotranspiration.
In both cases, the reduction in climate memory increases vari-
ability at less predictable high frequencies (e.g., weather time
scales) while decreasing variability at lower frequencies (e.g.,
seasonal and longer), thus “whitening” the power spectrum
and contributing to a decrease in persistence-related predict-
ability. However, it is still unclear to what extent these
changes may be offset by the dynamical drivers of predictabil-
ity change related to ENSO. More research is needed to un-
pack the dynamic versus thermodynamic contributions to
future climate predictability change.
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