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ABSTRACT: Forecasts of sea surface temperature anomalies (SSTAs) provide essential information to stakeholders
of marine resources in coastal ecosystems, such as the California Current Large Marine Ecosystem (CCLME), at
management-relevant monthly-to-annual time scales. Diagnosing dynamical sources of predictability and the mechanisms
differentiating skill among forecasts is required for verification and improvement in operational forecasting systems. Using
retrospective forecasts (1982–2020) from a four-member subset of the North American Multi-Model Ensemble (NMME),
we evaluate the conditional skill of SSTA forecasts in the CCLME at monthly resolution for lead times up to 10.5 months.
Forecasts from ensemble members with relatively small SSTA errors at shorter lead times retain higher skill at longer lead
times, with the most substantial and long-lasting increases for forecasts initialized in the fall and early spring. The “best”
low-error SSTA forecasts are characterized by increased skill in the prediction of North Pacific atmospheric circulation
[sea level pressure (SLP) and 200-hPa geopotential height] the month prior to the evaluation of SSTA errors in the
CCLME and exhibit more realistic progressions of anomalous SLP. The Pacific meridional mode (PMM) emerges as a di-
agnostic of skillful North Pacific atmosphere–ocean coupling, as forecasts that correctly simulate the PMM and its associ-
ated SLP variability increase the SSTA prediction skill in the CCLME in the fall through spring. Predictable coupled
ocean–atmosphere modes provide a target for enhancing predictability with early detection of the onset of a deterministic
progression emerging from stochastic atmospheric variability.

SIGNIFICANCE STATEMENT: Global forecast systems provide near-term climate predictions that inform the
management of marine resources, such as those of the California Current Large Marine Ecosystem. In this study, we
probe the processes which lead forecasts to succeed or fail at predicting sea surface temperatures in the California
Current at seasonal time scales among retrospective forecasts from the North American Multimodel Ensemble. We
demonstrate that forecasts which best simulate sea surface temperatures at the earliest lead times sustain advantages in
forecast skill and find that correctly simulating extratropical atmospheric circulation increases the predictive skill of sea
surface temperatures in the northeast Pacific in the following lead times. Our results offer North Pacific atmospheric cir-
culation as a target for forecast model improvement that would additionally enhance ocean forecasts.
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1. Introduction

The California Current System (CCS) is an ecologically and
socioeconomically important large marine ecosystem (LME) in
the coastal northeast Pacific, which supports diverse harvested
and protected species (Checkley and Barth 2009; Sherman and
Alexander 1986). Integration of climate prediction into dynamic
management of such living marine resources enables proactive
decision-making by managers and other stakeholders (Eveson
et al. 2015; Tommasi et al. 2017), provided that forecasts

accurately convey necessary physical or biogeochemical varia-
bles [e.g., sea surface temperature (SST)] at time horizons rele-
vant to both decision-making and predictability (Brady et al.
2020; Doblas-Reyes et al. 2013; Hobday et al. 2013, 2018; Jacox
et al. 2020; Yeager et al. 2018). As modern climate variability
departs from historical norms, diagnosing, verifying, and har-
nessing the dynamical sources of skill underlying SST prediction
present a path toward more confident forecasting in the Califor-
nia Current LME (CCLME) for operational usage and an op-
portunity to identify targets for improved simulation of the
North Pacific and global climate system.

Global forecast systems, which are more readily available
than downscaled regional products, exhibit significant skill in
predicting coastal SST anomalies (SSTAs) in the CCLME de-
spite their relatively coarse horizontal resolution (Hervieux
et al. 2019; Jacox et al. 2019; Stock et al. 2015). The North
American Multi-Model Ensemble (NMME) is a suite of
state-of-the-art global climate forecast models run in real time
and retrospectively (Becker et al. 2022; Kirtman et al. 2014).
By gathering models with different formulations of physics,
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ensembling strategies, initialization methods, and native reso-
lutions, multimodel systems such as the NMME reduce the
biases and errors associated with a single modeling approach
(e.g., Becker et al. 2022). An additional ensemble of forecasts
within each NMME model encompasses uncertainty in initial
conditions. Although the multimodel ensemble mean (EM)
forecast is used most frequently and often performs best at
prediction of SSTA (Jacox et al. 2019; Kirtman et al. 2014;
Stock et al. 2015), subsets of ensemble members outperform
the ensemble mean in some contexts (Hervieux et al. 2019).

In the northeast Pacific, large-scale atmospheric forcing is a
leading driver of SST variability from monthly to multideca-
dal time scales (Alexander et al. 2002; Chhak et al. 2009;
Deser et al. 2010; Johnstone and Mantua 2014; Miller et al.
1994; Trenberth and Hurrell 1994). In the summer, the anticy-
clonic flow around a broad North Pacific High drives persis-
tent northerlies along the west coast of North America,
promoting upwelling of cold, nutrient-rich waters throughout
the CCLME (Figs. 1a,c) (Checkley and Barth 2009). In the
winter months, the Aleutian low (AL) develops and intensi-
fies the cyclonic flow north of 458N, strengthening midlatitude
westerlies, weakening equatorward winds along the west
coast, and reducing upwelling in the CCLME (Jacox et al.
2018) (Fig. 1b). Because regional-scale skill in global forecast
systems derives from sensitivity to basin-scale variability
(Stock et al. 2015), predictability of SSTA in the CCLME
likely, in large part, results from linked variability in large-
scale atmospheric circulation and these regional-scale wind-
driven ocean processes (e.g., upwelling, horizontal advection,
and vertical mixing) (Jacox et al. 2019; Stock et al. 2015).
However, atmospheric forcing of ocean processes displays

high-frequency stochastic variability, which drives dispersion
among forecasts and limits the time scales of predictability for
variables such as sea level pressure (SLP) and near-surface
winds (Chikamoto et al. 2015; Davis 1976; Liu and Di Lorenzo
2018).

Dynamic ocean processes can integrate high-frequency at-
mospheric variability and, as if through a low-pass filter, yield
SSTAs that feedback to the atmosphere (Di Lorenzo et al.
2013; Frankignoul and Hasselmann 1977). Moreover, coupled
ocean–atmosphere interactions and related teleconnections can
produce predictable spatiotemporal variability at extended time
scales in the North Pacific (Capotondi et al. 2019; Vimont et al.
2003; Di Lorenzo et al. 2008). For example, substantial skill in
the monthly SSTA prediction in the CCS arises in connection to
El Niño–Southern Oscillation (ENSO), as ENSO-related pre-
dictability is propagated from the tropics by atmospheric telecon-
nections and oceanic coastally trapped waves (Hervieux et al.
2019; Jacox et al. 2019; Stock et al. 2015; Alexander et al. 2002).
The Pacific meridional mode (PMM) is the second leading mode
of ocean–atmosphere variability in the North Pacific (Chiang
and Vimont 2004), distinct from}though likely interacting
with}ENSO (Vimont et al. 2003; Amaya 2019; Larson
and Kirtman 2014; Thomas and Vimont 2016). The PMM de-
scribes a gradient between anomalous warmth in the north
tropical Pacific and the eastern equatorial Pacific cold tongue
(Chiang and Vimont 2004) but displays SSTA extending into
subtropics and the northeast Pacific throughout the CCLME
and has been identified as an important precursor to large
SSTA along the U.S. West Coast (Amaya 2019; Capotondi
et al. 2019) (Fig. 1d). Anomalous SLP and winds related to
the North Pacific Oscillation (NPO) lead the full expression
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FIG. 1. Maps of study domain. Mean North Pacific atmospheric circulation, during (a) boreal summer (JJA) and
(b) winter (DJF). Contour lines and color scale indicate pressure reduced to mean sea level, and arrows indicate 10-m
winds calculated fromU and V vectors from the ERA5 reanalysis monthly means for 1982–2020. (c) Climatological mean
SSTs from 1982 to 2020 from the NOAAOISSTv2 product, with contour lines at 28C and the CCLME region outlined in
red. (d) Regression pattern of SST anomalies on the PMM, calculated from the OISSTv2 for 1982–2020.
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of the PMM SSTA footprint by at least 1 month, serving as a
stochastic trigger to a deterministic sequence of air–sea inter-
actions that unfold most prominently in the winter and spring
(Chiang and Vimont 2004).

In this study, we investigate the role of atmospheric forcing
and PMM-related ocean–atmosphere interactions in driving
SSTA skill in the CCLME at seasonal (monthly-to-annual)
time scales. To understand the contributions of skill associ-
ated with specific processes, we calculate conditional skill,
which describes the dependence of skill for one variable at a
given lead time on the skill of that same variable (or another)
at a different lead time (Dias and Kiladis 2019). Calculation
of conditional skill enables the assessment of if and when
forecast skill at short lead times is a reliable predictor of fore-
cast skill at longer lead times, thereby revealing relationships
in skill along the evolution of a forecast. Specifically, we ad-
dress the following questions in a series of forecast-conditioning
experiments: 1) Do forecasts with low errors in SSTA at
short lead times sustain an advantage in predictive skill at
longer lead times? 2) Are there atmospheric and/or oceanic
precursors associated with skillful SSTA forecasts in the
CCLME? and 3) How do atmospheric processes and cou-
pled modes contribute to spatiotemporal patterns in pre-
dictability and prediction skill of SSTA in the CCLME and
North Pacific?

2. Methods

a. Forecast models and verification data

We analyze a four-model subset (CanCM4i, GEM-NEMO,
NCEP-CFSv2, and COLA-RSMAS-CCSM4; Table 1) of the
NMME (Kirtman et al. 2014) Phase II, accessed through
the IRI/LDEO database (https://iridl.ldeo.columbia.edu/). The
NMME is a collection of coupled atmosphere–ocean–sea ice–
land global seasonal forecast models developed by American
and Canadian modeling centers, each with unique formula-
tions and initialization methods. We selected the subset of
models based on the availability of atmospheric variables and
sufficient ensemble members (10–28 members depending on
the model; Table 1). We excluded models that had fewer than
six ensemble members to enable the identification of three
unique high- and low-error forecasts from each model. All

forecasts are interpolated to a common 18 latitude by a
18 longitude grid and comprise forecasts extending a minimum
of 9.5 months from initialization at monthly resolution. For
CanCM4i, GEM-NEMO, and COLA-RSMAS-CCSM4, all
forecasts were initialized on the first of the month (0000 UTC).
For NCEP-CFSv2, four ensemble members were initialized at
0000, 0600, 1200, and 1800 UTC every fifth day and organized
into monthly starts containing the 6–7 pentad initializations
centered on the first of the month. From each model, we re-
trieved SST, SLP, and geopotential height at 200 hPa (H200)
for 1982–2020, combining hindcast and real-time forecast pe-
riods to span the 39-yr range. The real-time period represents
the interval throughout which a model has been used to ac-
tively produce forecasts within the NMME, beginning be-
tween 2011 and 2019 among the four models analyzed here
(Table 1). Retrospective forecasts (hindcasts) span 1982
through the start of the real-time period, produced with iden-
tical prediction systems and initialization procedures to the
real-time forecasts. For each forecast, we consider lead times
of 0.5–9.5 months. To minimize bias from long-term model
drift, we calculate lead-time-dependent anomalies for each
variable by subtracting the model ensemble mean lead-time-
dependent climatology (Stock et al. 2015). The multimodel
ensemble mean forecast is produced by averaging the ensemble
mean forecasts across all models, such that models rather than
individual ensemble members are equally weighted.

We verify forecasted SSTAs against NOAA’s Optimum
Interpolation Sea Surface Temperature, version 2 (OISSTv2;
Table 1) (Banzon et al. 2016; Reynolds et al. 2007). OISSTv2
is available at 0.258 horizontal resolution, which we regrid to
18 resolution using bilinear interpolation for comparison to
the NMME grid. We verify the atmospheric variables against
monthly mean fields of the mean SLP and geopotential height
at 200 hPa from the fifth major global reanalysis produced by
European Centre for Medium-Range Weather Forecasting
(ECMWF) (ERA5) (Table 1) (Hersbach et al. 2020). For all
verification data, anomalies are calculated relative to the
1982–2020 climatology.

We further compare the skill of the NMME SST forecasts
to that of persistence forecasts generated from the OISST ver-
ification anomalies, in which the SSTA of the month preced-
ing forecast initialization is propagated for all forecast lead

TABLE 1. Forecast models and verification datasets used.

Model/dataset Ensemble Organization Reference

CanCM4i 10 Canadian Meteorological Center (CMC) Merryfield et al. (2013)
GEM-NEMO 10 Recherche en Prévision Numérique (RPN) Lin et al. (2019)
NCEP-CSFv2 24/28 National Centers for Environmental

Prediction (NCEP)
Saha et al. (2014)

COLA-RSMAS-CCSM4 10 National Center for Atmospheric
Research (NCAR)

Infanti and Kirtman (2016)

Verification data
OISSTv2 } National Oceanic and Atmospheric

Administration (NOAA)
Banzon et al. (2016)

ERA5 } European Center for Medium-Range
Weather Forecasting (ECMWF)

Hersbach et al. (2020)
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times. The persistence forecast skill calculated as the anomaly
correlation coefficient (ACC) is thus equivalent to the auto-
correlation function of SSTA for the month prior to initializa-
tion. Because SSTA predictability partially results from the
thermal inertia of the ocean, comparison of the skill of dy-
namical forecasts relative to that of a persistence forecast pro-
vides insight into the benefit gained from the use of dynamical
models (Stock et al. 2015).

b. Skill evaluation

We evaluate forecast skill using ACCs and root-mean-
square error (RMSE) as a function of initialization month
and lead time, as in prior studies (Hervieux et al. 2019; Jacox
et al. 2019; Stock et al. 2015). ACC values are considered sig-
nificant for p , 0.05. Significant improvements in skill above
persistence and between conditioned forecasts are based on
Fisher’s R-to-Z transformations of ACC values, which pro-
duce Z distributions with N-3 degrees of freedom that we assess
with one-sided z-score tests at the confidence level of p , 0.10,
as in Stock et al. (2015).

c. Forecast conditioning

Our generalized approach to calculating conditional skill is as
follows: for every forecast initialization (12 months 3 39 years),
we rank each model’s ensemble members according to perfor-
mance at a short lead time (1.5 or 2.5 months), as judged by the
mean absolute error or spatial correlation coefficient (SCC) cal-
culated within a prescribed region for one field (i.e., SST, SLP,
or H200 anomalies). Based on the chosen error metric, we then
extract the three best and three worst ensemble members from
each model for each forecast initialization and use them to con-
struct “best” and “worst” forecast ensembles with 12 ensemble
members each (3 ensemble members 3 4 models). This process
yields 39 composite best and worst forecast ensembles (1 yr21)
for each initialization month (January–December).

Following the above steps, we perform a sequence of condi-
tioning experiments to evaluate the relationships in forecasted
fields and their skill across lead times, outlined in Table 2.
We choose to condition forecasts at lead times of 2.5 and
1.5 months to balance the amount of dispersion and skill
among forecasts, but note that conditioning at other lead
times generates qualitatively similar results. For conditioning
on the PMM (Table 2, Experiment 4), we project forecast
SSTA for each member and at each time step on the PMM
SSTA regression pattern (Fig. 1d) within 208S–608N and
1508E–1208W and calculate the absolute error of this index
relative to the same calculated from OISST observations. The
PMM SSTA regression pattern was produced by regressing

OISST SSTA from 1982 to 2020 on the PMM SST index re-
trieved from the NOAA Physical Sciences Laboratory (https://
psl.noaa.gov/data/timeseries/monthly/PMM/). We consider a
larger region than used in the maximum covariance analysis to
define the PMM in order to capture the SSTA variability associ-
ated with the mode throughout the CCLME.

Finding the best-performing forecasts among the ensemble
members of each model rather than across all models retains
the benefits of the multimodel approach (Hervieux et al.
2019; Hagedorn et al. 2005), while allowing for the differentia-
tion of performance stemming from errors in initialization.
The difference in skill between best and worst composite fore-
casts (DACC 5 ACCBest 2 ACCWorst) represents the gain in
forecast skill generated by selecting forecasts based on our
conditioning metric. Positive DACC denotes that the lowest
error forecasts at the evaluated lead time (the best) outper-
form the highest error forecasts (the worst) at some future
lead time. We denote the variable for which we calculate skill
in the subscript (e.g., DACCSST). Although the changes in the
skill of the best and worst forecasts are not symmetric in mag-
nitude when compared to the ensemble mean, similar patterns
suggest that the same processes contribute to their skill
changes (Fig. S1 in the online supplemental material). Because
we are interested in examining these processes, we justify us-
ing the best–worst skill (i.e., DACC) to maximize this signal.

3. Results and discussion

a. Skill of SSTA ensemble mean and persistence forecasts
in the CCLME

Prior studies have evaluated the performance of SSTA
forecasts derived from ensemble means of single NMME
models, multimodel ensembles, and persistence in the CCLME
and demonstrated significant skill by each for lead times of
several months (Hervieux et al. 2019; Jacox et al. 2019; Stock
et al. 2015). Here, given an extended record (n 5 39 years)
and an overlapping but differing subset of the NMME, we find
multimodel ensemble mean skill similar to those in earlier
analyses (Figs. 2 and 3). Skill of the ensemble mean is significant
for nearly all lead times and initialization months, with maximum
anomaly correlation coefficients near 0.85 at the 0.5-month lead
time decaying below 0.5 in 3–7 months, depending on the season
of initialization (Fig. 2; Fig. S2). While the skill of the multimodel
ensemble mean (Fig. 3, black dashed lines) is always higher than
persistence (Fig. 3, black dotted lines) through the 9.5-month
lead, rarely is the difference above persistence significant at the
90% confidence threshold as noted in previous studies (Fig. 2)
(Stock et al. 2015). In the CCS, simple persistence forecasts have

TABLE 2. Outline of forecast conditioning experiments, denoting the variable, lead time, metric (absolute error or SCC), and region
on which forecasts are conditioned. The skill of conditioned forecasts is examined for multiple variables.

Experiment No. Variable Lead time Metric Region

1 SST 2.5 Error CCLME
2 SLP 1.5 SCC 158–608N, 1708–2808E
3 H200 1.5 SCC 258–608N, 1808–2608E
4 PMM 1.5 Error 2208–608N, 1508–2608E
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lasting, significant skill (.6 months) due to the thermal inertia of
themixed layer and additional processes such as the reemergence
of subsurface anomalies by deepening of themixed layer inwinter
(Alexander et al. 1999).

Matrices showing ACC values for each initialization month
and lead time reveal temporal patterns in both the predict-
ability of the ocean–atmosphere system and the performance
of the forecast system (Stock et al. 2015). For the ensemble
mean (Fig. 2), a diagonal band of elevated values beginning in
fall and winter initializations spreads to the upper-left corner,
indicating high skill for forecasts of winter and early spring,
regardless of when they are initialized (see Fig. S2 for skill
plotted by the verification month). This swath of elevated skill
in CCLME SSTA forecasts likely reflects the dominant role
of ENSO in generating predictability, which provides dynami-
cal skill and persistence concentrated in the late winter and
early spring (Jacox et al. 2019; Stock et al. 2015). Patterns in
RMSE are qualitatively similar (Fig. S3), and for the follow-
ing analyses, we present ACC values only.

b. Experiment 1: Forecasts conditioned on CCLME
SSTA errors

1) TEMPORAL PATTERNS IN SSTA CONDITIONAL SKILL

We first evaluate relationships between errors in predicted
SSTA in theCCLMEat short lead times (in this case, 2.5months)
and SSTA prediction skill in the CCLME for those same
forecasts at longer lead times (Table 2, Experiment 1). If
low-error forecasts (i.e., the best conditioned forecasts) cor-
respond to significant improvements in skill at later lead
times, this would indicate that successful simulation of path-

dependent dynamics could increase confidence in long-lead
prediction.

In the 2.5-month lead on which forecasts are conditioned,
the best composites rebound to skill values similar to that
of the 0.5-month lead (;0.85), whereas the worst composites
decline to nonsignificant values (,0.25) (Figs. 3 and 4a–c).
The rebound in skill of the best forecasts suggests that the
occurrence high skill in the 2.5-month lead is random rather
than persistent from the forecast initialization. Yet, the best
skill continues to exceed the worst for the remainder of
the forecasts for most initialization months, resulting in
positive DACCSST values (Fig. 4c). Positive DACCSST values
are significant for 3–5 months, beginning in the month pre-
ceding conditioning and continuing for up to 3–4 months
following.

The best composites show significant skill for nearly all ini-
tialization months and lead times (Fig. 4a), with more instan-
ces of skill significantly above persistence relative to both the
ensemble mean and the worst composites for all initialization
months. Significant skill for worst composites is limited to the
first two initialization months and the central swath of the ini-
tialization month-lead-time matrix (Fig. 4b). Asymmetry be-
tween the best and worst forecasts relative to the ensemble
mean suggests that the ensemble mean captures some addi-
tional skill relative to the full range of forecasts produced
(Fig. S1); forecasts showing the highest errors describe less
probable pathways. If we instead condition on the 3.5-month
lead, the pattern is comparable, shifted one lead time longer
(Fig. S4).

Although the ranking of forecasts is similar among all
initialization months, the along-lead-time trajectories of the
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evolution of skill differ (Fig. 3). Whereas the best skill de-
clines following the conditioning lead, the worst skill either
plateaus or rebounds in the following time steps, affecting the
time scale at which the skill of the two composite forecasts
converges. For the late winter and early spring initializations
(January–April), the best and worst maintain a gap through
the end of the forecast period, demonstrating that condition-
ing performed in the spring provides a lasting increase in skill.
On the other hand, for the late spring and early summer initi-
alizations, the skill of the best and worst composites fully con-
verges in 2–4 months, demonstrating that low errors in SSTA
in the summer do not correspond to better prediction through
the following fall and winter seasons. The more sustained dif-
ference in skill between the best and worst forecasts for fore-
casts initialized in the winter relative to forecasts initialized in
the spring and summer likely reflects the influence of more
persistent SSTA associated with the winter occurrence of a
deeper mixed layer and processes including the seasonal foot-
printing mechanism (Vimont et al. 2001, 2003; Chiang and
Vimont 2004).

Both the best and worst composite forecasts have signifi-
cant skill along the central ridge of the initialization month-
lead-time matrix, minimizing DACCSST for these periods.
That conditioning does not produce a difference in skill here
suggests that long-lead ENSO-related predictability is robust

to small errors in initialization or early lead times and that differ-
entiation in skill among the best and worst composite forecasts
results from a secondary driver of skill more variably represented
among ensemble members (Fig. S5).

The sustained advantage of forecasts with low errors at
early lead times demonstrates that better early predictions be-
get better later predictions of SSTA in the CCLME. From a
strictly operational perspective, the magnitude of this advan-
tage would determine its utility; if the best composite were to
outperform a dynamical forecast initiated at the lead time of
conditioning (Fig. 3: gray dashed lines), this would provide an
opportunity to leverage the forecasts that had “learned”
something about dynamics early on to produce a more confi-
dent forecast further out. We find that this is not the case (after
two additional months, the best conditioned forecasts perform
similarly to a newly generated persistence forecast but do not
outperform the ensemble mean of a new dynamical forecast;
Fig. 3: gray dotted lines). However, the fact that conditioned
forecasts maintain disparities in skill provides an opportunity to
evaluate why forecasts succeed or fail.

2) SPATIAL PATTERNS IN CONDITIONAL SKILL OF

SSTA FORECASTS

Broadening our lens to the greater North Pacific, we ob-
serve that DACCSST values of forecasts conditioned within
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FIG. 4. Skill matrices showing SST prediction skill by initialization month and lead time in the CCLME for a series of condi-
tioning experiments (Table 2). All plots show the mean SSTA skill in the CCLME, as conditioned on different variables. The
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termined from Fisher’s R-to-Z transformations at p, 0.10.

C L U E T T E T A L . 534315 OCTOBER 2024

Unauthenticated | Downloaded 09/23/24 04:49 PM UTC



the CCLME exhibit spatial footprints extending well beyond
the CCLME domain (Fig. 5). For all initialization months, the
most positive DACCSST values are concentrated along the west
coast of North America during the 2.5-month lead time of con-
ditioning, as expected given that the best and worst forecasts
were chosen based on this region and at this time. However, the
domain of positive values extends southwest to about 158N and
1908E in a footprint resembling the positive SSTA loadings of
the PMM (Fig. 1d). A secondary patch of positive DACCSST in
the central North Pacific coincides with the negative loading of
a positive PMM centered near 308–458N and 1608W (note that
correctly forecasting negative SSTA results in positive skill). Al-
though most pronounced at the 2.5-month lead, a pattern of
positive DACCSST values persists for a minimum of 2 months
(Fig. S6) and up to 8 months when forecasts are conditioned in
the late winter–early spring when the PMM is most active (Fig.
S7). Spatiotemporal linkages in skill with the footprint of the
PMM suggest that predictability in the CCLME could, in part,
derive from the unfolding of deterministic processes associated
with this mode.

3) ATMOSPHERIC PRECURSORS TO SKILLFUL

SSTA PREDICTION

Thus far, we established that members of the forecast en-
semble with low errors in SSTA at early lead times demon-
strate sustained improvements in SSTA prediction for several
months in the CCLME and find evidence that these improve-
ments are perhaps linked to the PMM. We next ask, can other
variables, such as those of the more rapidly evolving atmo-
sphere, provide reliable precursors of the more skillful fore-
casts? The potential benefits of identifying such precursors
are twofold: 1) to enable the early identification of forecasts
more likely to be successful long term and 2) to understand
the mechanisms underlying the success or failure of a given
forecast. To investigate atmospheric precursors that lead to
skillful SSTA prediction, we next compare the composite rep-
resentation of North Pacific circulation preceding high and
low errors in forecasted CCLME SSTA during the onset of
the positive PMM phase. We then examine the skill of sea
level pressure anomaly (SLPA) and H200a across all years re-
gardless of the PMM state in these same forecasts.
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(i) Evolution of atmospheric anomalies for a strong
positive PMM progression

The PMM develops following stochastic atmospheric vari-
ability of the NPO, with SLPA leading the development
of SSTA across the subtropical and northeastern Pacific by
2–3 months (Fig. 1d) (Rogers 1981; Amaya 2019; Vimont et al.
2003; Chiang and Vimont 2004). In this section, we examine
the progressions of North Pacific SLPA during the onset of
the positive phase of the PMM among forecasts conditioned
on SSTA in the CCLME, considering SLPA averaged for ap-
proximately the upper tercile of PMM values during the
month in which forecasts are conditioned (lead 2.5). We pro-
vide the February initialization as an example sensitive to the
winter–spring onset of the PMM, but note that a similar pro-
gression occurs for all winter–spring initialization months
(Figs. S8 and S9). For forecasts initialized in summer, only
weak anomalies are observed even for the strongest PMM
years, consistent with the reduction of large-scale pressure
gradients in the North Pacific in this season (Fig. 1a).

The best and worst forecasts initialized in February, as
judged by 2.5-month lead SSTA errors, all show the charac-
teristic NPO SLPA dipole at the 0.5-month lead, with nega-
tive SLPA centered within 308–458N and 1958–2258E and
positive SLPA along the Gulf of Alaska (GOA) (Fig. 6).
Comparable pattern correlations with the observed SLPA
among the best (0.58), worst (0.58), and ensemble mean
(0.60) indicate similar fidelity among forecasts in the weeks
immediately following initialization, although SLPAs are the
strongest in the best forecast. The multimodel ensemble
spread, as measured by the pooled standard deviation across
all members, is low overall, with a maximum associated with
variations in the depth and positioning of the dipole structure.

However, the forecasts diverge in the following month. By
the 1.5-month lead, the best forecasts show deepening and ex-
pansion of the negative lobe of the dipole, whereas the worst
forecasts show westward propagation of positive SLPA from
North America throughout the GOA. Although the ensemble
mean shows persistence of the SLPA dipole similar to the
best forecasts, further development of low-pressure anomalies
is tempered. In lead 1.5, the best forecasts have a mean pat-
tern correlation coefficient (0.39) significantly higher than the
ensemble mean (0.29) and the worst (0.19). The center of ac-
tion of the ensemble pooled standard deviation intensifies rel-
ative to the prior lead, remaining centered over the Aleutian
Islands. Lead 1.5 directly precedes our conditioning on lead
2.5 SSTA errors, and the atmospheric signals during this time
step represent those driving SST variations in the subsequent
month.

By lead 2.5, SLPAs in all forecast composites greatly dimin-
ish, as do the pattern correlation values. This reduction in the
magnitude of anomalies could, in part, reflect springtime
weakening of the AL but is likely exacerbated by signal loss
driven by the stochastic dispersion of the ensemble members
within each forecast. Such signal loss, consistent with a greater
reduction of anomalies within the forecasts than observations
(Fig. 6c versus Figs. 6f,i,l), would imply that the atmospheric
state in the month of conditioning is less important to SSTA

than the atmospheric state in the preceding month. Indeed,
worse performance in the SLPA prediction of the best com-
posite in the lead time of conditioning on SSTA (and those
following, not shown) suggests that the predominant signal is
that of the atmosphere imprinting on the ocean rather than
vice versa. The pooled ensemble standard deviation reaches a
maximum during the 1.5-month lead time shown, suggesting
that ensemble members diverge substantially in the position-
ing of pressure systems, leading to high standard deviation in
regions of strong SLP gradients within only a month. Reduced
standard deviation in the lead 2.5-month SLPA forecast of
April likely is associated with the seasonal relaxation of SLPA
gradients in the Northern Hemisphere through springtime.

Despite the high standard deviation associated with the po-
sitioning of pressure systems, the progressive development of
widespread anomalous low pressure in the ensemble mean
through the 0.5- and 1.5-month leads indicates a deterministic
component in the evolution of SLPA from initialization (al-
though the SLPA at initialization could be random). More-
over, the signal among the worst composite forecasts indicates
that forecasts are consistently producing high errors in SSTA in
the CCLME for the same reasons}in this case, specifically, the
development of anomalous high pressure over the GOA. The
better-performing forecasts more accurately simulate relevant
regional atmospheric dynamics: by having correct atmospheric
circulation, forecasts are more likely to accurately represent the
strength and location of surface winds and fluxes, giving rise to
more accurate SSTA.

(ii) North Pacific SLP precursors to CCLME SSTA
forecast skill

We next examine the difference in the skill of SLPA for best
and worst forecasts, conditioned on SSTA in the CCLME at
the 2.5-month lead. In the previous section, we found that
SSTAs were most influenced by SLPA 1 month prior, so here
we consider the SLPA forecast skill at the 1.5-month lead di-
rectly preceding the 2.5-month lead conditional skill assessment
for SSTA.

Spatial patterns of DACCSLP (i.e., the best minus worst skill
difference for SLPA forecasts) in the 1.5-month lead are
shown in Fig. 7. A hotspot of positive DACCSLP adjacent to
the CCLME is present for all initialization months, although
the location and extent vary seasonally. For most initialization
months, the region of positive values is centered within
308–458N and 2108–2258E, elongated in the east–west direc-
tion, directly west of the CCLME. For some initialization
months (November–January), the area spans the North
Pacific midlatitudes fully. For approximately half of the initiali-
zation months, a second node of positive DACCSLP emerges
over western North America. For the late spring and summer
initializations, the region of positive DACCSLP retracts to a
small center of action just off the U.S. West Coast.

Areas of strongly positive DACCSLP align with the low-
pressure anomalies associated with the NPO (see the previous
section), which modulate the northerly winds over the CCLME
along the eastern edge of the cyclonic circulation. The region of
elevated skill centered near 358N and 2208E sits between the
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climatological mean positions of the winter AL and North
Pacific High, indicating the dependence of SSTA skill on accu-
rately simulating the strength and positioning of the southern
lobe of the NPO. The secondary node of positive DACCSLP

over North America corresponds to continental high pressure,
which further modulates nearshore winds. Even in the absence
of strong signals in the summer, the small regions of positive
DACCSLP indicate that local anomalies likely influence winds
along the eastern Pacific margin at reduced spatial scales,
continuing to provide skill in the CCLME during seasons less
sensitive to anomalous basin-scale circulation. Similar seasonal
patterns are seen in DACCH200 conditioned on SSTA errors in
the CCLME (Fig. S10), with centers of action resembling those
of the west Pacific (WP) teleconnection, taken to be the upper-
atmosphere expression of the NPO (Linkin and Nigam 2008;
Wallace and Gutzler 1981).

c. Experiments 2 and 3: Forecasts conditioned on
atmospheric fields

Anomalous SLP and surface winds typically lead the devel-
opment of PMM SSTA by 1–2 months (Chiang and Vimont

2004). Identifying the atmospheric expression of the onset of
coupled ocean–atmosphere variability therefore provides an
opportunity to enhance SSTA prediction on this time scale.
Following the establishment of regions of high skill in SLPA
prediction in the months preceding low errors in SSTA fore-
casts (previous section), we invert the analysis to condition
forecasts on SLP and H200 anomalies during the 1.5-month
lead in regions demonstrated to be sensitive to forecast per-
formance in the CCLME (Table 2, Experiments 2 and 3).

Positive DACCSST values are observed for winter and
spring initializations in the months directly following condi-
tioning on 1.5-month lead SLPA (Figs. 4d–f). Significant in-
creases in the skill of the best over the worst are limited to
November and December initializations for the 2 months after
conditioning, corresponding to forecasts of January–March.
The similarity of results from conditioning on SLPA and H200a
demonstrates that the patterns in the SSTA skill are robust to
the specific variable used (Figs. 4g–i).

When conditioning best and worst forecasts on SLPA at
lead 1.5, positive DACCSST values at lead 2.5 occur in broad
regions of the northeast Pacific for all initialization months,
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FIG. 7. Maps of DACCSLP showing differences in the skill of composite best and worst SLPA forecasts for all initialization months at a
lead time of 1.5 months, the lead time prior to forecast conditioning on SST in the CCLME at lead 2.5 (Table 2, Experiment 1). White
contours are spaced at increments of 0.2.
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though the location and magnitude of maxima vary (Fig. 8;
for conditioning on H200a, see Fig. S11). For the late fall
through early spring initializations (November–March), as-
pects of the PMM footprint are present, most notably as a
tongue extending southwestward from the CCLME toward
the tropics where SSTA loads positively on the PMM. How-
ever, the PMM-like pattern breaks down in the spring, as the
maximum DACCSST values detach from the eastern Pacific
coast and migrate into the north-central Pacific before con-
centrating northward along the Aleutian Islands and through-
out the GOA in the summer. Positive DACCSST values then
extend toward the midlatitudes in August–October initializa-
tions, returning to the PMM-like pattern in the late fall. Strong
signals are present for most initialization months but are not al-
ways evidently linked to the PMM, demonstrating the impor-
tance of seasonality in mechanisms underlying predictability.

While most initialization months show positive DACCSST

throughout the CCLME at the 2.5-month lead (Fig. 4f), the
magnitude of the signal varies throughout the LME and tends
to be strongest in the north (Fig. 8). Prior studies have noted

a similar gradient in the skill of SSTA prediction in the CCS,
consistent with the spatial patterns of ENSO influence on
wind-driven upwelling (Jacox et al. 2019). While winds south
of Cape Mendocino (;408N) are persistently equatorward
and upwelling favorable, winds to the north vary seasonally
depending on the positioning of the AL and, therefore, can
promote upwelling or downwelling depending on the configu-
ration of SLPA. As a result, the same shift in the AL would
drive more dramatic consequences in the north than the
south, and the associated anomalies in winds and SLP in the
northern sector would provide more leverage in determining
the SSTA skill. In the central and southern sectors, anoma-
lous SLP and winds still alter SSTA but provide more modest
increases in the SSTA skill; these latitudes are more strongly
driven by remote ocean teleconnections than by atmospheric
forcing (Frischknecht et al. 2015).

d. Experiment 4: Forecasts conditioned on the PMM

Across our analyses, the PMM presents as a throughline of
the coupled ocean–atmosphere variability associated with
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lead time of 2.5 months, the lead time following conditioning on SLP at lead 1.5 (Table 2, Experiment 2). White contours are spaced at in-
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prediction skill in the CCLME and the northeast Pacific. As
seen in the spatial pattern of SSTA regressed on the PMM in-
dex (Fig. 1d), SSTA variability in the CCLME is linked to the
PMM and so it follows that predictability in the CCLME
arises in association with this mode or from a shared pattern
of atmospheric forcing. We finally consider the increases in
the skill of SSTA forecasts resulting from conditioning on the
error of the PMM index at the 1.5-month lead (Table 2,
Experiment 4). Lacking fields of forecasted winds, we condi-
tion forecasts on the SSTA pattern of the PMM, which is
an imprint of the coupled mode but may not enable the de-
tection of signals specifically driven by leading atmospheric
anomalies.

As among the forecasts conditioned on SLP and H200
anomalies, positive DACCSST values produced by condition-
ing on the PMM are confined to fall and winter initialization
months (Figs. 4j–l). For October–April initializations, positive
DACCSST values occur for 1–7 months following conditioning,
with significant increases of the best over the worst for
1–2 months in November and December. Conditioning on the

PMM provides no advantage in skill for forecasts initialized in
June through September.

Both the CCLME and the broader North Pacific exhibit
sensitivity of SSTA forecast skill during and following the
time step of conditioning on the PMM, whereas forecasts of
SLPA and H200a conditioned on the PMM show strong sig-
nals in the lead time preceding conditioning (Figs. S12 and
S13). These patterns in timing are overall consistent with the
canonical timing of the PMM, in which the variance of expan-
sion coefficients peaks in the late winter/early spring for wind
and in spring for SST and the seasonal footprinting mecha-
nism (Chiang and Vimont 2004; Amaya 2019).

Positive DACCSST values produced by conditioning on the
PMM show characteristic aspects of the mode’s SSTA for
fall through spring initialization months (November–May)
(Fig. 9). The tongue extending southwestward from the south-
central CCLME is prominent in the spring, whereas the full
horseshoe shape extends along the northeast coastal Pacific
into the GOA in the fall through early winter, with a patch of
positive values that coincides with the negative loadings near
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358N, 1908E. As in the atmospheric conditioning (Table 2,
Experiments 2 and 3), a strong signal in the GOA emerges
for August through November initializations.

Initiation of the PMM has been traced back to random per-
turbations of the NPO in winter, with those perturbations that
weaken the subtropical northeasterly trade winds triggering
feedbacks that develop SSTA in the north tropical Pacific and
extratropics, maximizing in spring (Chiang and Vimont 2004;
Xie and Philander 1994). These North Pacific SLPAs reduce
northerly winds along the CCLME, reducing upwelling and
evaporation and increasing downward latent heat fluxes to
promote warm SSTA in a crescent-shaped footprint resem-
bling PMM SSTA loadings (Johnstone and Mantua 2014).
Linear prediction based on SLPA and the persistence of
SSTA in the northeast Pacific can reproduce the pattern
(closely resembling that in DACCSST for November–January
initializations) even without teleconnection to the subtropics
or dynamic ocean processes (Di Lorenzo and Mantua 2016).
Nonetheless, forecasts which, perhaps by happenstance, cap-
ture the early initiation of the PMM SSTA pattern or the
NPO trigger and proceed to develop along a predictable pat-
tern of SLPA and SSTA for 1–2 months enhance predictabil-
ity in the CCLME in winter and spring seasons when the
pattern is active. Targeting regions and periods sensitive to
the onset of coupled variability could lengthen time scales of
predictability sensitive to stochastically initiated wind-driven
processes.

4. Summary and implications for forecasting in the
CCLME and beyond

We return to the questions posed in the introduction to
summarize the findings and discuss implications of the analy-
ses performed in this study for forecasting SSTA in the
CCLME, North Pacific, and elsewhere.

a. Do forecasts with low errors in SSTA in the CCLME
at short lead times sustain an advantage in prediction
skill at longer lead times?

We first demonstrate that forecasts that better simulate
SSTA in the CCLME at short lead times retain an increase in
skill above forecasts with high errors, outperforming ensem-
ble mean and persistence forecasts for several lead times. The
time scale for which the “best” forecasts outperform the en-
semble mean and “worst” forecasts depend on the initializa-
tion month, with the longest-lasting increase in skill observed
for forecasts initialized in the fall and winter. However,
the best forecasts conditioned on SSTA in the CCLME at a
2.5-month lead do not outperform newly initialized dynamical
forecasts, indicating that a new ensemble mean is likely to be
more skillful than even the best subset of forecasts from an
earlier initialization. The difference in the skill of SSTA pre-
diction between the best- and worst-performing forecasts of
SSTA in the CCLME shows footprints of increased skill ex-
tending beyond the CCLME, with a seasonally varying pat-
tern resembling the PMM in the fall through spring.

b. Are there atmospheric and/or oceanic precursors
associated with skillful SSTA forecasts in
the CCLME?

Elevated skill is present in atmospheric variables over large
regions of the North Pacific preceding low errors in CCLME
SSTA, and the best SSTA forecasts are preceded by more ac-
curate progressions of SLPA. It is well established that SSTA
variability in the northeast Pacific is sensitive to large-scale at-
mospheric circulation (Di Lorenzo and Mantua 2016; Chhak
et al. 2009; Johnstone and Mantua 2014; Capotondi et al.
2019), and most low-frequency variability in upwelling in the
coastal eastern Pacific is linked to large-scale climate patterns
(Di Lorenzo et al. 2013; Jacox et al. 2014). In addition to ex-
erting a direct control on North Pacific SSTA, the atmosphere
has much shorter decorrelation time scales than the ocean, re-
sulting in earlier and larger errors in SLPA than SSTA. Iden-
tifying the onset of patterns driving predictability, which may
be first detectable among atmospheric variables, may inform
improvements in forecast skill in the CCLME and coastal
northeast Pacific during the fall through winter. As atmo-
spheric stochasticity presents a challenge for prediction and
could limit predictability for SSTA that are sensitive to sur-
face wind interactions, atmospheric precursors of ocean fore-
cast skill might be most helpful on time scales of 1–2 months
(i.e., for subseasonal prediction rather than seasonal). Addi-
tionally, the consequence of stochastic atmospheric forcing
suggests the importance of using large ensembles and proba-
bilistic measures of forecast skill for predicting SSTA.

This study underscores the suggestion by Stock et al. (2015)
that poor performance in atmospheric models impacts ocean
performance, which could be incorrectly attributed to poorly
resolved regional ocean dynamics. We do not evaluate winds
directly in this study due to the limited availability of output,
underscoring how increased access to additional variables among
NMME models (e.g., 10-m winds and wind stresses) would be
useful for further forecast verification and diagnostics.

Conditioning on atmospheric anomalies shows the most
promise of being operationally useful in the GOA, where
signals are more pronounced than in the CCLME (Fig. 8;
Fig. S11). The signal in the GOA is among the strongest ob-
served, indicating high sensitivity of SSTA in this region to
North Pacific atmospheric circulation as identified in prior
studies (Di Lorenzo and Mantua 2016; Capotondi et al. 2019),
particularly for summer initialization and fall verification
months in our analyses. Prior studies have demonstrated skill
in SSTA prediction in the GOA significantly above persis-
tence for 6-month-lead forecasts initialized in August (Stock
et al. 2015; Wen et al. 2012). Stock et al. (2015) hypothesize
that this sensitivity of winter SSTA to conditions in the prior
summer results from the advection of offshore SSTA and win-
ter heat flux anomalies, with the delivery of anomalously
warm, moist air by strengthened southerlies, as occurs during
the positive phases of the PDO and El Niño events (Alexander
et al. 2002; Mantua et al. 1997). The patterns observed here re-
semble coupled SLP and SST patterns leading marine heat
waves in the GOA, tentatively arising from PMM–ENSO inter-
actions and promoting the persistence of SSTA through
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favorable extratropical atmospheric circulation on seasonal-to-
interannual time scales (Capotondi et al. 2022; Di Lorenzo and
Mantua 2016; Johnstone and Mantua 2014; Baxter and Nigam
2015; Xu et al. 2021).

c. How do atmospheric processes and coupled modes
contribute to spatiotemporal patterns in predictability
and prediction skill of SSTA in the CCLME and
North Pacific?

Deterministic processes, such as those driving coupled ocean–
atmosphere modes, are an important source of predictability and
resulting prediction skill in the CCLME and elsewhere (Amaya
et al. 2022; Stan et al. 2017). The PMM emerges as an additional
relevant mode of coupled ocean–atmosphere variability, showing
up as the characteristic spatial pattern separating the best and
worst forecasts at seasonal time scales. Whereas the downstream
predictability of ENSO variability in the CCLME is well repre-
sented across most forecasts, the simulation of seasonal PMM-
related variability could be less robust due to its reliance on
largely stochastic atmospheric triggers at the seasonal scale,
contributing to greater differentiation in CCLME forecast skill
among ensemble members. Variability in anomalous large-scale
atmospheric circulation associated with the PMM may be sec-
ondary to the leading predictive power of ENSO, differentiating
those forecasts that succeed or fail at simulating SSTA in the
CCLME.

The PMM provides a link between errors in the extratropi-
cal circulation and errors in SSTA in the CCLME. Although
the initiation of the PMM may be largely stochastic, the
phases of growth and persistence as the mode matures pro-
vide a deterministic link between atmospheric and oceanic
forecast skill. Ensemble members that best capture the PMM
pattern retain an increase in skill in SSTA for several months
for spring and fall initializations. Although we have focused
on atmospheric controls on SSTA in the CCLME, regional
ocean dynamics could additionally contribute to the persis-
tence of the SSTA in the CCLME associated with the PMM
or the NPO (Amaya 2019). Identifying the initiation of other
such deterministic patterns in the preceding atmospheric state
allows for the earlier detection of a pattern with enhanced
predictive skill and suggests the inclusion of sea surface height
(SSH) as a predictor to include the representation of coastally
trapped waves, albeit at coarse resolution.

Several studies have explored the PMM as a possible pre-
cursor to El Niño (particularly Central Pacific events), with in-
teractions between the PMM and ENSO possibly exciting
each other (Larson and Kirtman 2014; Stuecker 2018; Ma et al.
2017; Amaya 2019). Long-term interactions with ENSO are
thought to cause the long persistence of the SSTA of the
PMM relative to its analogous mode in the Atlantic (Chiang
and Vimont 2004). The longest-lasting increases in skill for
forecasts conditioned on the PMM occur for October–
December initializations, and persistence in the SSTA foot-
print of the PMM could result from interactions with ENSO,
as well as from greater thermal inertia owing to a deeper
mixed layer in the winter. Further understanding linkages in
predictability of the PMM could support improved long-range

prediction for both ENSO and SSTA in the CCLME and
northeast Pacific. Further investigation of whether linked low-
frequency variability in the PMM and central Pacific ENSO
associated with tropical–extratropical interactions could help
precondition forecasts at seasonal time scales is an avenue
for future research (Capotondi et al. 2023; Stuecker 2018;
Di Lorenzo et al. 2015). While tropical sources of extratropical
forecast errors have received considerable attention, our study
shows that extratropical atmospheric forecast errors play a con-
siderable role in driving Northeast Pacific ocean forecast skill.
These results offer North Pacific atmospheric circulation as a
target for forecast model improvement that would enhance
ocean forecasts as well.
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